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Abstract
This work examines the critical component of schema linking
in the Text-to-SQL domain, investigating the ability of Large
Language Models (LLMs) to accurately identify relevant database
tables and columns for SQL query generation from natural lan-
guage requests. We conduct an in-depth analysis of LLM-based
schema linking approaches, exploring the best practices to ob-
tain high-quality predictions. Additionally, we experiment with
multiple techniques, such as question decomposition, that have
been successfully applied in Text-to-SQL and test their benefits
to schema linking. We also challenge the prevailing assump-
tion that the oracle linked schema, comprising the minimum
set of columns necessary for SQL generation, is always the opti-
mal schema representation. Our experiments on the Spider and
BIRD benchmarks demonstrate the ability of LLMs to perform
high-quality schema linking, boosting the overall Text-to-SQL
performance.
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1 Introduction
The demand for natural language interfaces to relational databases
(Text-to-SQL) has grown significantly, particularly among non-
technical users. This longstanding problem, which has been
explored for decades [5, 10, 43], has gained renewed interest
in recent years due to the rapid advancements in natural lan-
guage processing (NLP) models. However, this task remains a
significant challenge due to the complexity of both natural lan-
guage understanding and relational database schema naviga-
tion [4, 21, 23, 37, 38]. Given the difficulty of the problem, re-
searchers are also focusing on breaking it down and tackling its
sub-problems [8, 15, 19, 30, 35, 41, 48]. One such sub-problem is
schema linking, which is the focus of this work.

Schema Linking is a component of Text-to-SQL systems that,
given a Natural Language Question (NLQ), aims at identifying
the DB elements (tables and columns) that are necessary to trans-
form the NL question into its corresponding SQL representa-
tion [25, 50]. Modern relational databases (RDBs) can encompass
a multitude of tables and columns, making it difficult for Text-
to-SQL systems to simultaneously identify the relevant elements
and generate accurate SQL queries. Schema linking offers two
significant advantages for Text-to-SQL models: (i) it relieves the
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Name
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Citizenship

Singer
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Concert
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Location

Capacity

Stadium

Stadium_ID

How many French singers have
performed at Wembley stadium?

Title

Singer

Release_Year

Song

Song_ID

SELECT COUNT(DISTINCT Singer.Sinder_ID)
FROM Singer
JOIN Concert ON Singer.Singer_ID = Concert.Singer_ID
JOIN Stadium ON Stadium.Stadium_ID = Concert.Stadium_ID
WHERE Singer.Citizenship = "French"
AND Stadium.Name = "Wembley"

Figure 1: An example of schema linking. The highlighted
blue columns and red tables are necessary for translating
the question to SQL.

model from the burden of identifying relevant database elements,
enabling it to concentrate solely on generating the correct SQL
structure, and (ii) it reduces the number of database tables and
columns that need to be included in the prompt, cutting cost
and processing time. The second benefit is crucial, as real-world
databases often contain an overwhelming number of tables that
exceed the prompt length of certain models.

Figure 1 show an example of the schema linking task where
given a DB schema describing Singers, Concerts, Songs and Sta-
diums, and a user question: ‘How many French singers have per-
formed at Wembley stadium? ‘ the task is to identify the relevant
schema elements: ‘Singer.Singer_ID‘, ‘Singer.Citizenship‘, ‘Con-
cert.Singer_ID‘, ‘Concert.Stadium_ID‘, ‘Stadium.Stadium_ID‘ and
‘Stadium.Name‘.
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Earlier works that used schema linking [7, 46] mostly relied
on n-gram comparison and string matching between the NLQ
and the DB tables and columns. These approaches were relatively
simple and could discover links when the user referred to the DB
elements explicitly and with the same vocabulary as in the DB
declarations. Recent works are using dedicated models for schema
linking that are more robust to understanding synonyms and
discovering implicit mentions in the NLQ. While some systems
use ranking approaches [26], or generate a preliminary SQL query
for schema linking, most works [12, 35, 49] take advantage of
LLMs to generate the needed tables and columns, which are the
main focus of this work.

Although multiple previous works have used LLMs as schema
linking components, showcasing their importance, a systematic
analysis of their performance, their sensitivity to hyperparame-
ters such as the number of demonstration examples, and the best
practices to use them still remain underexplored. In fact, most
systems propose to prompt an LLM with the schema and the NLQ
and instruct it to choose the right tables and columns for schema
linking, without evaluating its performance on schema linking
or investigating if it could be improved. Furthermore, most of
these works rely on closed and proprietary LLMs. such as GPT-4
[32], making the reproducibility of their results unreliable due to
undisclosed changes that are often performed by their creators.

In this work, we perform an experimental analysis of LLM-
based schema linking, evaluating the performance and trade-offs
of different models for the schema linking task and their effect
on the text-to-SQL task. Given that LLM-based schema linking is
usually not clearly defined or formalized in previous works, we
created a unified schema linking pipeline that allows us to fairly
compare different LLMs. Furthermore, we use techniques that
have been proven to work well in LLM-based text-to-SQL and
test them in the context of schema linking. Specifically, we ex-
periment with in-context learning with demonstration retrieval,
supervised fine-tuning, and question decomposition to uncover
the best practices for LLM-based schema linking. Furthermore,
we investigate whether common drawbacks of LLMs, such as hal-
lucinations and lack of DB knowledge, can be easily remediated
by a set of simple refinement techniques. Finally, we use a schema
enrichment technique to test the common notion that perfect
schema linking (i.e. only keeping the bare minimum necessary
tables/columns) leads to the best performance, or if text-to-SQL
models benefit from additional schema info that is not used in
the final SQL.

Our experimental analysis provides multiple insights on the
best practices for LLM-based schema linking and its effect on
Text-to-SQL performance. The main contributions and the outline
of our work are the following: Section 2 presents the related work
to our study and an overview of previous studies and approaches
to schema linking. Section 4 presents the methodology that was
used to implement the pipeline for our experiments. Sections
5, 6, and 7 present our experimental results, offering valuable
insights into the current schema linking capabilities of LLMs and
revealing insights on how to best use them. Our code is made
publicly available1.

2 Related Work
2.1 Text-to-SQL and Previous Surveys
The field of Text-to-SQL has seen a large increase in research
and industrial interest during the past years, with major driving
1https://github.com/IBM/few-shot-schema-linking

forces being the introduction of large cross-domain benchmarks,
such as Spider [51] and BIRD [28], and the advancement of NLP
techniques such as LLMs based on the Transformer [44].

Due to the great interest shown for the Text-to-SQL problem
and the numerous systems proposed in the literature, there have
been multiple works that have provided literature reviews and
surveys of existing solutions. Earlier works [2, 24] focused mostly
on more traditional approaches from the DB community that did
not rely on neural networks. Later surveys [11, 21] investigated
the use of neural networks for the problem, which at the time
focused on introducing novel architectures and representation
techniques [6, 46, 53]. Several latest surveys [20, 55] provide
an overview of Text-to-SQL approaches using LLMs, classify-
ing them into categories based on their training and usage. The
latest works [12, 35, 45, 49], that are based on LLMs, focus on
breaking down the Text-to-SQL problem into smaller steps and
solving them separately, and improving the quality of their input
instructions (i.e.,prompts) and of the generated SQL queries. Our
work differs from these previous surveys in the form that it fo-
cuses on experimental evaluation of schema linking, while they
only briefly study it as a part of the larger Text-to-SQL pipeline,
without any experiments.

Another set of recent works [9, 16, 27, 52] study how to create
better prompts for the LLM that contain helpful information
(e.g.,schema information, column types, more informative table
and column names, etc.) as well as techniques for retrieving the
most relevant few-shot demonstrations [16, 27] for In-Context
Learning (ICL). Our work takes advantage of these studies by
using prompting and retrieval techniques that have already been
proven to work well, letting us focus on the schema linking
problem.

2.2 Schema Linking
Schema linking is often used in the pipeline of Text-to-SQL sys-
tems in to filter-out unnecessary schema elements or to empha-
size the most relevant elements, given a specific NL Question.
Earlier works [6, 7, 18, 46] mostly relied on n-gram matching tech-
niques to find mentions of DB elements in the NLQ. This allowed
for specific parts of the NL Query and DB tables and columns
to be specifically linked between each other, producing an addi-
tional input signal for the neural network. A different work [25]
proposed a learned MLP classifier to predict such links, demon-
strating that even a relatively simple schema linking model can
improve performance in the text-to-SQL task. Although schema
linking was proven beneficial, these approaches had their short-
comings. The string matching techniques are not robust to syn-
onyms as they require that the question and schema follow the
same phrasing and vocabulary. Furthermore, creating training
data for a learned classifier can not be done automatically and re-
quires a lot of manual work that is difficult to scale. Additionally,
schema elements can sometimes be implied and not mentioned
explicitly in the NL Query, making it impossible to identify them
with this approach. For these reasons, more recent works have
focused on only predicting the required tables and columns and
not the part of the NLQ that mentions them [15]. They also rely
on trained or pre-trained models that can generalize to harder
cases where synonyms are used or some DB elements are implied.
For these types of approaches, we observe to major categories
based on the way the predictions are generated.
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Ranking-based Schema Linking. On one hand we have rank-
ing approaches where each schema element is assigned a rele-
vance score, based on the given NL Query. Such an approach
is proposed by RESDSQL [26] and later adopted by CodeS [27],
where an encoder-only Language Model (e.g., RoBERTA [29]) is
fine-tuned to generate relevance scores. This approach is more
explainable as the score of each element can be examined to bet-
ter understand the model’s performance, however it requires to
be fine-tuned and its thresholds must be tuned based on a specific
dataset making it more difficult to transfer to a new dataset. To
avoid setting thresholds, RESDSQL [26] proposes to keep the
top-m tables and top-n columns based on the relevance scores,
however this also requires setting the m and n parameters and
can lead to low recall as we show in our experimental section.
Preliminary SQL Generation. On the other hand, another
work [50] proposes to generate a preliminary SQL query with
a Text-to-SQL model and extract the used columns and tables
as schema linking predictions. On one hand this approach can
perform schema linking without the need for an additional model,
because it use the already available Text-to-SQL model. On the
other hand, it is very likely that a preliminary SQL will contain
a smaller amount of schema elements than the predictions of
other systems, because they must all appear in a single query. As
such it is more likely that such an approach might miss tables
and columns that could have otherwise been predicted, leading
to a lower recall which can be catastrophic. Additionally, if a
model was able to generate a query that uses all the right schema
elements, then it probable already good enough that it does not
need schema linking.
LLM-based Schema Linking. Finally, there are approaches
that rely on LLMs to predict the needed tables and columns as
generated text. These approaches [12, 16, 35, 45, 49] are te most
popular and use zero or few-shot prompting and ask the model
to predict which tables and columns are required to generate the
SQL that corresponds to a given NL Query. The advantage of
these approaches is that LLMs can be used without the need of
fine-tuning, making them easier to transfer to a new DB, and
do not require any knob tuning as they do not need to set any
thresholds. Our work focuses on this category of schema linking,
as we work towards formalizing and evaluating this process that
is often skimmed over in most systems. In fact, even though
the aforementioned systems are some of the best performing in
the literature, they do not offer many insights into how schema
linking helps their system or how it could be improved. This
work explores the different possible choices in the schema linking
pipeline and derives insights on how to optimize the performance
of this component.

2.3 Question Decomposition
The task of Question Decomposition has been previously pro-
posed [33] as an approach for handling difficult examples of
problems where a solution is already available but not as robust.
While earlier works [13, 34] focused on automatically generat-
ing corpora of decomposed questions to train decomposition
models, more recent works [22, 54] rely on the power of LLMs
which are able to generate decompositions without the need for
any fine-tuning. In the context of Text-to-SQL, there have been
a few works that have integrated such techniques. MAC-SQL
[45] uses Question Decomposition to guide the model towards
a step-by-step reasoning during SQL prediction. Another work
[47] proposes a weakly supervised approach through question

decomposition that generates synthetic data by breaking down
complex NL questions into simpler ones. Finally, on slightly dif-
ferent principle, the approach outlined in [30] incorporates active
user feedback to enhance decomposed SQL generation. In the con-
text of this work, we investigate whether schema linking could
also benefit from decomposing complex questions and separately
handling easier sub-questions.

3 Problem Definition
3.1 Text-to-SQL
The Text-to-SQL problem seeks to bridge the gap between natural
language and structured data, allowing users to query RDBs using
human language. Given a natural language question, the goal is to
generate a corresponding SQL query that can be executed against
a specified database (DB) to retrieve the desired information.

More formally, given a sequence of tokens 𝑋 = (𝑥𝑖 )𝑡𝑖=1 repre-
senting a natural language question (NLQ) over a database D, the
Text-to-SQL task is to generate or transform it into a sequence of
tokens representing the corresponding SQL query 𝑄 = (𝑞𝑖 )𝑟𝑖=1,
formulated with respect to D.

Database representation. The database D consists of 𝑛
tables 𝑇1,𝑇2, ...,𝑇𝑛 , where each table 𝑇𝑖 contains the columns
𝐶𝑖1,𝐶𝑖2, ...,𝐶𝑖𝑚𝑖 . The value𝑚𝑖 represents the number of columns
in table 𝑇𝑖 . We also define 𝑡𝑖1, 𝑡𝑖2, ..., 𝑡𝑖𝑚𝑖 being the types associ-
ated to the columns, and 𝑘𝑖1, 𝑘𝑖2, ..., 𝑘𝑖𝑚𝑖 , 𝑘 𝑗 where 𝑘 ∈ {none,
primary, foreign} indicating whether the column has no special
properties or is a primary or a foreign key.

A SQL query 𝑄 is considered a successful generation for the
NLQ 𝑋 if it is: (i) syntactically correctness and executable for the
database D, and (ii) aligned with the user’s intent, leading to the
requested results.

3.2 Schema Linking
The Schema Linking problem aims at identifying the relevant DB
elements (i.e., tables and columns) that are needed to construct a
SQL query, given a NL query. It can be represented as a function
𝜙 (·) that given an NLQ 𝑋 produces a set of tables T = {𝑇𝑘 }𝑠𝑘=1
and the corresponding columns within the tables C = {𝐶𝑡

𝑗 }𝑙𝑗=1,
𝑡 ∈ T .

What must also be noted is that recall is a key assessment
metric for this task because if a schema linking prediction misses
a table or column that is needed for the SQL, then it will be
impossible for the Text-to-SQL model to generate the correct
SQL query.

The schema linking approaches in the literature usually con-
sider the optimal set of columns C and tables T to contain mini-
mum number of the schema elements necessary for SQL to be
correct and executable, without adding any additional informa-
tion by including some other valid columns from the schema D.
This way the Text-to-SQL model is aimed to operate on the result
of schema linking that only contains the necessary columns and
tables. In addition to the traditional schema linking oracle that
contains the exact needed set of columns and tables, we also
consider enriched schema (see Section 4.6) that might contain
additional columns for better table representation.

4 Methodology
In this section we describe all the methodology and techniques
used in our experiments. More specifically, we provide an overview

119



EDBT ’26, 24-27 March 2026, Tampere (Finland) Katsogiannis-Meimarakis et al.

LLM

{
"tables": ["patient", "laboratory"],
"columns": [

"patient.diagnosis",
"patient.id",
"laboratory.id",
"laboratory.wbc",

] 
}

Parsing and Refinement

You are an expert database assistant...
Your goal is to identify the schema elements (tables and... 
Do not create the SQL query, only identify the necessary...
Create a json object in the following format...

table examination , columns = [ examination.id ( integer )...
table patient , columns = [ patient.id ( integer | primary key)...
table laboratory , columns = [ laboratory.id ( integer )...

< Instructions >

< DB Schema >

Which patients with SLE have a normal white blood cell level?
HINT: normal white blood cell level is between 3.5 and 9.0

< NL Question + Possible Hint >

examination.diagnosis ( Normal , SLE )
patient.diagnosis ( SLE )

< Matched Values >

Figure 2: An overview of the schema linking pipeline.

of the pipeline used for in-context schema linking, the demon-
stration retrieval techniques, how question decomposition and
fine-tuning are performed, the prediction refinement strategies,
and how schema enrichment in used.

4.1 In-Context Schema Linking
To perform in-context (or few-shot) schema linking, we must
define on one hand the structure of the given input and on the
other hand the parsing of the generated output. We follow the
findings presented in previous studies [9, 27] and construct our
prompt using the following parts: (i) task instructions, (ii) DB
schema, (iii) NL Question with additional hints when available,
and (iv) matched values from the DB contents. Furthermore, in
order to automatically extract the schema linking predictions
from the LLM’s textual output we chose a JSON output format
that can easily be parsed.

Task Instructions refer to general guidelines (e.g., ”You are an
expert DB assistant“) and task-specific instructions that explain

how the model should behave. For example, we state that it should
predict the needed tables and column and return a JSON dictio-
nary, giving a sample of the expected output. We also state that
the model should not generate a SQL query which is a common
mistake that LLMs make even when asked to only predict tables
and columns, The DB Schema (i.e., the DB tables and the columns
in each table) is an essential input which can be enriched by also
providing the types of the columns (e.g., text, date, number, etc.),
the primary and foreign key properties of the columns, and ex-
emplar values stored in each column. Additionally, some datasets
provide more descriptive names for some DB elements that can
help better understand their purpose. The NL Question is another
essential input which can also be enriched in some cases where
we might also have access to domain-specific evidence that help
disambiguate the NLQ. For example, given the question “List all
patients with normal white blood cell level”, a relevant evidence
is that “normal white blood cell level refers to WBC between 3.5
and 9.0”. Finally, we add Matched Values from the DB that appear
in the NL Query (e.g., the term ”SLE“ is found in the column
”patient.diagnosis“) which can be a strong indicator that the col-
umn in which the value appear is needed to build the SQL. To do
this efficiently we use an approach from the CodeS [27] paper,
where a BM25 index is built for the values of the DB to enable the
fast retrieval of relevant values based on the NLQ. The retrieved
values are then compared to the NLQ using Longest Common
Sub-sequence (LCS) and the most relevant are kept.

Using this approach we can prompt any pre-trained LLM to
generate schema linking predictions, allowing us to uniformly
compare the performance of different models. An example of
our pipeline can be seen in Figure 2. Finally, the predictions can
then be used by any Text-to-SQL system, independently of its
architecture, by filtering out all irrelevant schema elements and
only presenting the predicted tables and columns.

4.2 Demonstration Retrieval for ICL
When performing In-Context Learning it is important to select
demonstrations examples that are similar to the question pre-
sented to the LLM [16]. To retrieve similar examples we follow
a structural similarity approach [27], which uses the semantic
similarity and the structural similarity between the test question
and the questions in the demonstration set. More specifically,
for each test question we calculate two similarity scores with
the demonstration questions: (i) sentence similarity using the
original questions, and (ii) sentence similarity after removing all
entities in the questions. The maximum between the two scores is
then used as the similarity criterion. This approach helps retrieve
questions that are similar in structure, which would have been
otherwise overlooked because of the different entities that ap-
pear in them. Within the scope of this paper, we do not provide
an analysis of the question similarities. An in-depth study by
Pourreza et al. can be found in [36].

4.3 Prediction Refinement Techniques
While pre-trained LLMs show very good performance in under-
standing NL and identifying semantic relations between the NLQ
and the DB elements, they often disregard the database logic
that goes into building a SQL query. For example, they might
not include the necessary foreign keys or a connecting table in
their prediction, which are essential for the SQL query. Addition-
ally, due to the generative nature of LLMs there is no constraint
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author
genre

book

publisher country

book_author

Figure 3: An example of foreign key-path refinement: The
model predicts the blue tables, but the yellow table is also
needed to generate the SQL query.

preventing the model from generating hallucinations or mis-
spellings of tables and columns (e.g., “actor.birth_year” instead
of “actor.birthYear”). Based on common mistakes, we investi-
gate a set of automatic refinement techniques that can increase
the recall of a model’s predictions. Specifically we consider the
following refinement steps:
A. Approximate String Matching: To tackle the hallucination
and misspelling problem of LLMs we perform approximate string
matching when a prediction does not exactly match a column
or table name, to find the closest match. More specifically, for
every unmatched table and column we calculate the approximate
match scores with the equivalent DB tables or columns and keep
the highest scoring candidate2. We only consider matches above
a threshold of 0.5 so that hallucinations that do not correspond
to any actual element do not get any assignments. If more than
one DB elements achieve the highest similarity score, we include
all tied elements, although this is rare. Additionally, for column
names we calculate the approximation score with and without
the table prefix and keep the average of the two scores. This is
done to ensure that the predicted table has a weight in finding
similar columns but does not overpower the actual column name.
For example, consider the predicted column “airlines.date” that
should be matched to “flights.date”, but would mistakenly be
matched to “airlines.name”, because there is a bigger overlap
between the table names even though only the “flights” tables
has a column named “date”.
B. Table Membership: If a column is predicted, we check that
the table it belongs to is also present in the predictions. If the
table is missing we add it automatically. While this might seem
straight-forward there is no restriction preventing the model
from omitting the table which can hinder the effectiveness of the
following step.
C. Foreign Key Path: While LLMs are good at understanding
semantic relationships between the question and the needed DB
elements, they often disregard the relational model that connects
the DB elements. For this reason, junction tables that are needed
to connect tables used in the query are often overlooked. To tackle
this we use a Foreign Key Path refinement which requires that
all predicted tables must have a connecting path of foreign keys.
An example can be seen in Figure 3 where the tables “author”,
“book”, and “genre” have been predicted by the model, but can
not be used in a SQL query unless the table “book_author”, which
connects authors and books in a many-to-many relationship, is
also added.

2We implement this using the RapidFuzz (https://github.com/rapidfuzz/RapidFuzz)
open source library for fast fuzzy string matching.

Example NLQ: “Among the countries whose GDP is over
1,000,000, how many of them have a population growth
rate of over 3%?”
Example Decomposition:

• “What is the GDP of each country?”
• “What is the population growth rate of each coun-

try?”
• “Which countries have a GDP over 1,000,000?”
• “How many countries have a population growth rate

of over 3%?”

Figure 4: An example of a decomposition for a Natural
Language Question (NLQ).

D. Foreign Key (FK) Connection: Similarly to the previous
refinement, we noticed that LLMs often miss important foreign
key columns without which it is not possible to JOIN the predicted
tables. To address this, if two predicted tables are connected by
Foreign Keys, we make sure that the FK columns are also added
to the predictions.

4.4 Question Decomposition
As previous works [45, 47] have shown, NLQs can refer to multi-
ple DB elements in a very short span of text which can be con-
fusing to the LLM, leading it to miss important tables or columns.
In order to alleviate this challenge and help the model focus on
all the referenced elements independently, we explore the impact
of question decomposition for schema linking. This way schema
linking can be performed on each question separately and the
results of each prediction can be combined to obtain more in-
formed schema links. An example of a decomposition is shown
in Figure 4.

To generate the decomposition of the original question we
follow the few-shot paradigm used in a previous Text-to-SQL
system [45]. This is also similar to the few-shot approach of the
schema linking pipeline, making the combination of the two
approaches much simpler. The prompt contains instructions and
a set of few-shot demonstrations that guide an LLM to follow
specific requirements when decomposing the questions. Our
requirements are that (i) each decomposed question can not be
decomposed any further, (ii) there is no overlap or repetition
between the decomposed questions, and (iii) no new information
or comments are added by the LLM. More specifically, when
question decomposition is used, schema linking is performed
as follows. For each NLQ, we first use few-shot prompting to
generate a set of decomposed questions. We then perform schema
linking on each decomposed question separately to obtain its
table and column predictions. The final schema links correspond
to the union of each individual prediction.

4.5 Fine-tuning for Schema Linking
In addition to In-Context Learning for schema linking, we also
experiment with Supervised Fine-Tuning (SFT) LLMs for the task.
While this approach requires additional time and computational
resources and is less portable, it is possible that a fine-tuned
model will be able to achieve better performance than a more
general one. Towards this direction we create a training corpus
following a similar approach to the one we describe in Section
4.1 with the appropriate expected outputs in JSON format. In

121



EDBT ’26, 24-27 March 2026, Tampere (Finland) Katsogiannis-Meimarakis et al.

this case we do not need to add the instructions that describe the
expected behavior as this will be learned through the fine-tuning
process. We present and compare the performance of fine-tuned
LLMs in Section 6.

4.6 Schema Enrichment Investigation
In this section, we formulate the methods for schema enrichment
that expand the linked schema beyond the strictly necessary
columns for SQL generation. The standard ’oracle’ schema (T𝑏𝑎𝑠𝑒 )
contains the minimal columns for a specific query. However,
LLMs might benefit from richer context about a table’s overall
structure, semantics, and content to reason effectively, especially
for complex queries involving relationships or implicit concepts.
We hypothesize that providing a more representative subset of
columns, beyond the bare minimum, could improve the LLM’s
understanding of the table and lead to better SQL generation.
We investigate two strategies to select these additional columns
based on principles of diversity (covering different aspects of the
table) and representativeness (including typical columns).

Example. Consider a table ’Products’ with columns [Pro-
ductID(PK), Name, Category, Price, SupplierID(FK), Weight, De-
scription]. If the oracle schema linking result for a query about
product names is {ProductID, Name}, diversity enrichment might
add ’Description’ (semantically distant text) and representation
enrichment might add ’Price’ (typical numeric attribute) provid-
ing better understanding about the nature of the product entity.
Such representation might help with the correct interpretation
of a query’s constraints and relationships.

1. Diversity. To ensure the diversity coverage of the resulting
sub-schema, we measure the coverage span of T𝑏𝑎𝑠𝑒 and identify
elements in the initial schema T that are the most distant from the
base set. We define the coverage span of a set of columns within a
table as the extent to which these columns represent the different
semantic concepts or data types present in the table, measured by
the maximum distance between column embeddings within that
set. Column embeddings are generated using a Sentence-BERT
model [39] applied to a textual representation of each column,
including its name, data type, table name, descriptive comments
(if available), and sample data values. This captures the semantic
meaning of the column in its database context.

For each table𝑇 ∈ T𝑏𝑎𝑠𝑒 , we consider the coverage span within
the scope of that table. The columns of the base (oracle) schema
are denoted as C𝑖𝑛 , while the remaining columns are denoted
as C𝑜𝑢𝑡 . Within the column embedding space we compute two
sets of distances 𝐷𝑖𝑛 and 𝐷𝑜𝑢𝑡 . 𝐷𝑖𝑛 corresponds to the distances
within the C𝑖𝑛 set, i.e. for each column 𝑐𝑖𝑛 ∈ C𝑖𝑛 we compute
the minimum distance between the embedding of this column to
any other column within C𝑖𝑛 excluding itself:

𝑑𝑖𝑖𝑛 =𝑚𝑖𝑛{𝐸𝐷𝑐∈C𝑖𝑛\𝑐𝑖𝑖𝑛 (𝑒𝑚𝑏𝑒𝑑 (𝑐), 𝑒𝑚𝑏𝑒𝑑 (𝑐𝑖𝑖𝑛))}
where 𝐸𝐷 stands for the Euclidean distance.

For the distances 𝐷𝑜𝑢𝑡 = {𝑑𝑖𝑜𝑢𝑡 } we compute the minimum
distances between all the outside columns C𝑜𝑢𝑡 to the insider
columns within C𝑖𝑛 , this way we check if there is a column that
is not included in the result schema linking set which is quite
different (far away) from the included columns. More formally:

𝑑𝑖𝑜𝑢𝑡 =𝑚𝑖𝑛{𝐸𝐷𝑐∈C𝑖𝑛 (𝑒𝑚𝑏𝑒𝑑 (𝑐), 𝑒𝑚𝑏𝑒𝑑 (𝑐𝑖𝑜𝑢𝑡 ))}
In order to decide if any other column should be included

in the enriched set, we find the maximum distances 𝑑𝑚𝑎𝑥
𝑖𝑛 and

𝑑𝑚𝑎𝑥
𝑜𝑢𝑡 within the 𝐷𝑖𝑛 and 𝐷𝑜𝑢𝑡 sets and compare them. If 𝑑𝑚𝑎𝑥

𝑖𝑛 ≥
𝑑𝑚𝑎𝑥
𝑜𝑢𝑡 we consider that there is already enough diversity coverage

in the schema linking set, otherwise we add the element with
the maximum outside distance 𝑑𝑚𝑎𝑥

𝑜𝑢𝑡 and repeat the procedure
until 𝑑𝑚𝑎𝑥

𝑖𝑛 ≥ 𝑑𝑚𝑎𝑥
𝑜𝑢𝑡 . Essentially we start from a ‘personalized‘

column set of schema linking, and expand towards a more diverse
‘exploration‘ direction. Additionally, this approach avoids using
arbitrary thresholds for the diversity of the enriched schema
linking, so that it is purely based on the relative distances within
the column embedding space.

2. Representation. We also complement diversity by enrich-
ing the general representation of the characteristic columns. For
this purpose we consider two techniques to sample from the
column embedding space. The first technique uses uniform
sampling in the embedding space based on a predefined inclu-
sion percentage parameter 𝜌 ∈ [0, 1]. A value of 𝜌 = 0 indicates
no minimum requirement, while 𝜌 = 1 includes all columns.
Random sampling is still one of the most popular sampling tech-
niques of representative subsample extraction [40]. The second
proposed representation schema enrichment technique, cluster-
based sampling, identifies clusters within the embedding space
and selects the columns closest to the cluster centroids as repre-
sentatives. The number of clusters is automatically determined
based on a predefined element inclusion distance. This distance
threshold specifies how far an element can be from a cluster to
be included in it. The distance threshold can be set based on the
distribution of embedding distances within and between tables.

5 Experimental Setup
5.1 Datasets
To evaluate our work we use the Spider and BIRD datasets, the
two most widely used datasets in Text-to-SQL literature.

Spider [51] is a cross-domain dataset containing 10,000 NLQ-
SQL pairs over 200 different DBs. It has been one of the main
driving forces in the neural era of Text-to-SQL, providing a com-
mon framework to train and evaluate different models. The SQL
queries of Spider contain a wide variety of SQL clauses such as
GROUP BY, HAVING, ORDER BY, LIMIT, JOIN, INTERSECT,
EXCEPT, UNION, NOT IN, EXISTS, LIKE as well as nested
queries. The authors also provide a categorization of the exam-
ples based on 4 levels of difficulty: easy, medium, hard, and extra
hard.

BIRD [28] is a dataset released in 2023 that follows the same
structure as Spider but contains more complex SQL queries, larger
databases, and NL Questions that require a deeper understanding
of the DB and its domain. The SQL queries found in BIRD contain
all the types of clauses used in Spider as well as CTEs (i.e., WITH
statements), functions (e.g., STRFTIME, CAST, IIF, SUBSTR, etc.),
and mathematical operations between columns. For the above
reasons, BIRD is very challenging and is currently regarded as the
standard benchmark for Text-to-SQL. For certain questions, the
BIRD dataset also provides “evidences” that can be used to give
some insights to the model. These evidences are often definitions.
For example, to the question “Rank schools by their average score
in Writing where the score is greater than 499, showing their charter
numbers.” the following evidence is given: ‘‘Valid charter number
means the number is not null”. The authors of the dataset provide
a difficulty categorization for the queries in the dev set based on
3 levels: Simple, Moderate, and Challenging.

Table 1 presents an overview and statistics of the used datasets.
In order to provide a common difficulty axis for our experiments
we merge Spider’s “easy” and “medium” categories into the “sim-
ple” category of BIRD. This decision was made given the fact that
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Tables per DB Query Length JOINs per Query Query Difficulty

Dataset (Min/Avg/Max) (Min/Avg/Max) (Min/Avg/Max) Simple Moderate Challenging Total

Spider-train 2 / 5.25 / 26 18 / 109.64 / 577 0 / 0.54 / 8 4,775 1,758 2,126 8,659
Spider-dev 2 / 4.00 / 11 20 / 106.69 / 422 0 / 0.50 / 4 690 174 168 1,032
BIRD-train 2 / 7.56 / 65 23 / 170.10 / 804 0 / 0.77 / 6 N/A N/A N/A 9,428
BIRD-dev 3 / 6.81 / 13 29 / 160.01 / 1,446 0 / 0.91 / 6 925 465 144 1,534

Table 1: Statistics of the used datasets.

BIRD’s “simple” queries are similar to Spider’s “medium” (i.e.,
small number of JOINs and use of aggregation functions). The
“hard’ and “extra hard” difficulties from Spider are mapped to the
“moderate” and “challenging” categories from BIRD respectively.
Unfortunately BIRD provides a difficulty rating only for its dev
set. By comparing the dataset statistics we observe that BIRD
contains more tables per database, longer queries, and more joins
per query. This combined with the additional SQL clauses and
functions it uses, makes it a harder benchmark for schema linking
and text-to-SQL.

For the schema linking task, we generate the ground truth
labels for each dataset by extracting the tables and the columns
that are used in each ground truth SQL query. It should be noted
that some of these labels might not be entirely accurate all of the
time, as there are cases where the same logic can be expressed
with different SQL queries. While more or less the same tables and
columns will be necessary despite the used syntax, there might
still be minor differences (e.g., a COUNT() can be performed
over an id column or the star operator and still return the same
results).

5.2 Metrics
We employ three metrics to evaluate our experiments, the first
two are used to evaluate the schema linking performance of a
model, while the third metric evaluates the Text-to-SQL perfor-
mance of model (using another model’s schema linking predic-
tions).

Schema Linking Precision is defined as the number of cor-
rectly predicted schema columns as a fraction of the total number
of predicted columns. We calculate the average of this score across
all examples in the dataset. This metric represents how many
unnecessary columns (noise) are incorrectly added in a schema
linking prediction, in relation to the number of predictions. A
high score indicates a very precise predictions, while a low score
indicates a noisy prediction.

Schema Linking Recall is defined as the percentage of ex-
amples in the dataset where all the necessary columns were
predicted. Or equivalently: The percentage of examples having
perfect recall. We employ a stricter variation of traditional recall
given that for any given example, if schema linking recall is not
perfect then Text-to-SQL is certain to fail. This score essentially
describes the the upper bound on the percentage of examples
where Text-to-SQL can be performed successfully.

ExecutionAccuracy: The percentage of predicted SQL queries
that when executed return the same results as the ground truth
SQL query. This has long been the most widely adopted metric
for Text-to-SQL [51], despite its known short comings as it can
produce false positives when the predicted SQL might return
the same result even though its logic might not match the NL
Question.

5.3 Models and Baselines
We will now provide an overview of the models and baselines
we use in our experiments.

No/Oracle Schema Linking: No schema linking refers to
using the entire DB schema and oracle schema linking refers
to using the ground truth schema to simulate the hypothetical
scenario of a model that can achieve perfect schema linking. We
include these two baselines for two reasons: (i) to use “No Schema
Linking” as a baseline for the lowest precision scores, and (ii)
to examine the difference in Text-to-SQL execution accuracy
compared to “No Schema Linking” an the possible gain that is
left in comparison with “Oracle Schema Linking”.

RESDSQL (RoBERTA-Large) (Baseline): This approach is
taken directly from the RESDSQL [26] paper, using the RoBERTA
[29] encoder-only LM with a classification head. The model is
fine-tuned on the dataset it is used (i.e., Spider or BIRD) and
can predict confidence scores for each table and column of the
schema. The authors choose to keep the top-5 rated tables and the
top-6 rated columns of each of these tables, as they achieved the
best results. As we will also observe in the experimental results,
this leads to high recall scores but low precision scores as more
tables and columns are selected than necessary. This could be
improved by making the number of top-𝑘 tables and columns
dynamic, but is beyond the scope of this work.

Prel-SQL (Baseline): This approach follows a previously pro-
posed method [50] to perform schema linking with a preliminary
SQL query prediction. In this case, an LLM is asked to predict a
SQL query as it would for Text-to-SQL but its prediction is only
used to extract the tables and columns, which will be used as
schema linking predictions. The intuition behind it is that the
LLM might be able to use the correct DB elements but it might
not use them in the correct manner.

LLMs: In our experiments we use multiple open-source LLMs
to get a representative view on how different models perform.
We focus on code-oriented models that are instruct-tuned so that
the fit best for the tasks and the few-shot setting. We refrain from
using very large models and prefer small and medium variants
(i.e., up to 33B parameters), because the problem at hand is only
a sub-task of the larger Text-to-SQL problem and dedicating
too many resources would be prohibitive for many applications.
Specifically we use: Codestral-22B [3], Deepseek-Coder-Instruct-
(6.7B and 33B) [17], Llama-3-Instruct-8B [31], and CodeGemma-
Instruct-7B [42].

Additionally, for question decomposition we use Llama-3-
Instruct-70B in order to keep the presentation of the experiments
simpler, as we noticed very good performance with little dif-
ferences between other large generalist models we tried. More
specifically, we performed an evaluation of 100 sampled predic-
tions for both datasets to measure how often the decomposition
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was missing any necessary information from the original ques-
tion. We observed that 95% and 97% of decompositions retained
all necessary information for Spider and BIRD accordingly.

6 Experimental Results
6.1 Schema Linking Performance
First of all we present our findings on the schema linking per-
formance of different LLMs. Table 2 contains our results on the
Spider and BIRD datasets. For each model, we consider four us-
age scenarios: (i) using the model in an few-shot setting (i.e., no
fine-tuning), (ii) performing few-shot prompting with question
decomposition, (iii) fine-tuning the model for the schema link-
ing task, and (iv) fine-tuning the model and also using question
decomposition.

Spider BIRD

Schema Linking Model Precision Recall Precision Recall

Baselines

No Schema Linking 15.01 100 10.09 100
RESDSQL [26] 18.56 99.70 21.19 88.07
Prel-SQL (Deepseek-Coder-33B) 76.59 91.48 81.67 59.51
Prel-SQL (Codestral-22B) 77.22 88.78 78.20 68.51

Few-Shot Prompting

Deepseek-Coder-6.7B 74.01 90.61 63.11 73.07
Llama3-8B 68.36 78.33 63.46 59.06
Codestral-22B 72.37 97.29 67.93 86.11
Deepseek-Coder-33B 62.02 97.48 60.62 75.81

Few-Shot Prompting with Question Decomposition

Deepseek-Coder-6.7B 55.85 97.00 51.33 85.78
Llama3-8B 51.52 93.52 49.39 80.70
Codestral-22B 56.23 96.51 45.35 92.04
Deepseek-Coder-33B 56.03 96.32 49.62 83.83

Supervised Fine-Tuning

Deepseek-Coder-6.7B 81.64 93.32 79.79 75.03
Llama3-8B 67.04 74.95 69.25 55.86
Codestral-22B 74.16 86.55 74.75 54.62
Deepseek-Coder-33B 81.46 93.13 79.44 75.03

Supervised Fine-Tuning with Question Decomposition

Deepseek-Coder-6.7B 67.03 96.42 66.02 84.09
Llama3-8B 54.49 88.39 59.29 68.44
Codestral-22B 59.77 93.03 63.68 68.70
Deepseek-Coder-33B 62.10 96.51 66.23 83.57

Table 2: Schema linking performance on the Spider and
BIRD benchmarks. We consider different settings, using
the LLM in either a few-shot paradigm or after fine-tuning
it. We also experiment with question decomposition in
both cases.

Regarding the general performance of schema linking, a re-
call of 100% means that all the tables and columns necessary to
answer the question are present in the linking schema. A recall
inferior to 100% is potentially detrimental as the model will not
receive the minimum information to answer the question. A pre-
cision inferior to 100% means that the linked schema will contain
additional tables or columns to those necessary.

Firstly, we observe that the baselines (RESDSQL and Prel-SQL)
can achieve good performance in Spider but their performance
degrades in the harder BIRD benchmark. RESDSQL achieves high
recall scores but very low precision, which was expected given
that it is designed to predict more elements than necessary most
of the time. Prel-SQL approaches go in the opposite direction,
achieving higher precision scores but lower recall because of their

design, which predicts a much lower number of DB elements.
However, in most cases, LLM-based approaches produce better
results.

On the Spider benchmark, we observe that all LLMs can con-
sistently achieve high recall and provide a precision that is four to
five times higher than the baseline of “No Schema Linking”, thus
greatly reducing the noise of the not needed DB elements. The
best recall is achieved by Deepseek-6.7B using supervised fine-
tuning. However, even simple few-shot prompting can achieve
very good performance with recall up to 97% and precision up
to 74%. It is also clear that each model performs better in dif-
ferent usage scenarios. For example, Codestral-22B performs
better with few-shot prompting, while the DeepSeek benefits
from fine-tuning.

On the BIRD benchmark, models perform relatively worse,
given the much higher complexity and difficulty of the bench-
mark, but still provide a large increase in precision compared
to baselines with a recall that can reach above 80% and up to
92.04%. The best recall is achieved by Codestral-22B using few-
shot prompting with question decomposition and the best preci-
sion is achieved by Deepseek-6.7B using supervised fine-tuning.

By comparing the performance of each model between the two
benchmarks, we observe that bigger models do not always trans-
late to better results. In fact, while larger models usually perform
better, a small code-oriented LLM like DeepSeek-Coder-6.7B is
quite competitive and in some cases the strongest model. Espe-
cially when comparing fine-tuned models, the playing ground is
much more even, which is an indicator that we might not need
huge models for schema linking, but specialist models instead.

Takeaway #1: Using larger models will usually lead to better
results, but small specialist models (e.g., code-oriented, fine-
tuned) are still competitive and sometimes even better for the
schema linking task.

Additionally, we make two observations across both datasets:
(i) Question Decomposition usually increases schema linking
recall, sometimes by more than 20%, while decreasing precision,
and (ii) Supervised Fine-Tuning usually increases precision while
decreasing recall. The first observation is expected, given that
sampling additional outputs will increase the number of predicted
elements that enables the model to find more useful elements at
the cost of also adding noise. The second observation shows that
fine-tuning a model will make it more cautious to the amount
of elements it predicts, most likely because it tries to generate
a similar number of elements to the ground truths it has been
trained on. Additionally, we observe that the combination of both
techniques leads to more balanced precision and recall scores,
keeping the precision boost of fine-tuning while minimizing the
decrease in recall.

We further investigate the effect of question decomposition
by performing an analysis on the schema linking predictions of
the Codestral-22B model with and without QD. We observe that
in 517 examples recall is increased and in 71 examples recall is
decreased, showing that decomposition is beneficial more often
than it causes performance degradation. For example, in the
BIRD question “Among the superheroes with height from 170 to
190, list the names of the superheroes with no eye color.”, when
not using QD, the model does not predict the required columns
colour.id, colour.colour. However, the model manages to
find these columns when the question is decomposed into the
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Figure 5: Comparison of schema linking recall scores for different scenarios with and without Question Decomposition

following sub-questions: “What is the height of each superhero?”,
“Which superheroes have a height between 170 and 190?”, “What
is the eye color of each superhero?”, “Which superheroes have no
eye color?”. This is due to the fact that the model sees simpler
questions and multiple references of “color”, compared to the
initial question that only mentions it once among many other
attributes.

In contrast, recall degrades in the BIRD question “State different
accounts who have account opening date before 1997 and own an
amount of money greater than 3000USD.”, where the model misses
the column trans.amountwhen using QD. This happens because
the word “amount” is not used in the decomposition: “What is the
account opening date of each account?”, “Which accounts have an
account opening date before 1997?”, “What is the current balance
of each account?”, “Which accounts have a balance greater than
3000USD?”. The decomposition used the word “balance” instead,
making it harder for the model to find the needed column.

Our statistical analysis using t-tests and non-parametric Mann-
Whitney U tests revealed a statistically significant differences
between methods with and without QD in 5 out of 8 experimental
settings (precision and recall for Spider and Bird, with and with-
out SFT conditions). In the remaining three scenarios (Figure 5),
usage of QD consistently resulted in higher recall values, but
the effect did not reach statistical significance given the current
number of observations.

Takeaway #2: Supervised Fine-tuning tends to increase pre-
cision and decrease recall, while Question Decomposition in-
creases recall and decreases precision. A combination of both
can be used for more balanced performance.

Finally, we present a performance comparison of different
approaches based on the query difficulty presented in Section 5.1.
Figure 6 shows the average performance of each usage scenario
of Table 2. This aggregation of results allows us to further pin-
point our previous observation on the trade-offs of question
decomposition and fine-tuning. Question decomposition leads
to higher recall and lower precision, whereas fine-tuning leads
to higher precision and lower recall. We also observe a pattern
when query difficulty increases, where precision increases and
recall drops. This trend is stronger in the Spider dataset than in
BIRD, where scores sometimes remain similar between difficulty
levels. This could be attributed to the fact that harder queries
contain more DB elements and as such models are more likely to
miss more relevant elements.
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Figure 6: Performance comparison on query difficulty of
different LLM-based schema linking approaches.

6.2 The impact of schema linking on
Text-to-SQL

Moving on, we investigate the effect of schema linking on the
Text-to-SQL performance of LLMs. More specifically, for the
Text-to-SQL task we use Codestral-22B and Deepseek-33B in a
few-shot setting, and take the schema linking predictions of the
few-shot models presented in Table 2. Our results can be seen in
Figure 7.

We observe that across both datasets, despite a few outliers
that we will discuss, better schema linking leads to better text-to-
SQL generation. It is also apparent from the clearer upward trend
in the figures, that recall plays a much more important role than
precision, which is expected as we discussed above. Precision
is also important, but it can be overshadowed by a low recall
score, as the outliers in the precision figures show. Specifically, in
Figure 7a the schema linking prediction with the lowest precision
leads to very high execution accuracy as it corresponds to the
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Figure 7: Text-to-SQL performance with respect to the different schema linking scores of the tested LLMs. The horizontal
“No Schema Linking” line shows the baseline Text-to-SQL performance of each model without any schema linking method.

schema links with the highest recall, while the second-lowest
precision leads to poor execution accuracy because it corresponds
to the schema links with the lowest recall. Similarly, in Figure 7b
the second-highest precision shows a sudden dip in execution
accuracy because it corresponds to the schema links with the
second-lowest recall.

Another interesting observation can be made when comparing
Text-to-SQL performance with and without schema linking (hor-
izontal dashed lines). It becomes apparent that schema linking
might not always improve execution accuracy, especially when
the Text-to-SQL model can already achieve good performance
without it. For example, Codestral-22B has a much higher exe-
cution accuracy on BIRD without schema linking compared to
Deepseek-33B, and only the best schema linking performance
can lead to an improvement on Text-to-SQL. On the other hand,
Deepseek-33B benefits by almost all schema linking models as it
starts from a lower point.

Takeaway #3: Better schema linking performance leads to
better Text-to-SQL performance with recall having a more
important role than precision. However, not all Text-to-SQL
models benefit from schema linking to the same extent; the
better the model is, the less additional schema linking it needs.

6.3 The Impact of Schema Enrichment
We evaluated the effectiveness of the schema enrichment tech-
niques introduced in Section 4.6, first applied to the Oracle schema
linking performance and then to our schema linking approach.

For these experiments, we consider the proposed diversity -
representativeness enrichment presented in Section 4.6. We con-
sider both proposed approaches: sampling and clustering. The
sampling approach makes use of the ‘all-MiniLM-L12-v2‘ sen-
tence transformer embedding [1] to compute contextual column
embeddings. This approach is parametrized by the inclusion
percentage. The clustering approach uses the DBSCAN algo-
rithm [14] to automatically identify density-based clusters in
the high-dimensional column embedding space. Also, we con-
sider the alternative whether outliers are included or not. The
experimental results are summarized in Table 3 and graphically
depicted in Figures 8 and 9.

First, we check our hypothesis that optimal schema linking lies
beyond the schema linking oracle. Given the oracle extension re-
sults represented in the upper part of Table 3 and also in Figure 8,
we can see that in two out of three tried LLMs for SQL gener-
ation indeed can go beyond oracle. Deepseek-33B gets a boost
of over 5 percentage points while CodeGemma-7B gets slightly
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Figure 8: Exploration of the accuracy of Text-to-SQL be-
yond standard Oracle

better with maximum improvement of 0.72 points. Codestral-22B
does not benefit much from the enriched schema going beyond
oracle, but also does not degrade showing neutral changes. At
the same time, when enrichment is used on the automatically
extracted schema linking (lower part of Table 3 and Figure 9),
Codestral-22B benefits by more than 2.5 percentage points, sim-
ilar to CodeGemma-7B. Conversely, Deepseek-33b performed
best with the original schema linking predictions and showed
slight degradation with enrichment. This may indicate that the
basis for enrichment was not as effective for this model, despite
it showing the most potential for improvement over the oracle
schema.
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Figure 9: Text-to-SQL execution accuracy results for differ-
ent versions of schema linking.
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Schema Linking Text-to-SQL Execution Accuracy with

Schema Linking Model Precision Recall Codestral-22B Deepseek-33B CodeGemma-7B

Baselines

No Schema Linking 10.09 100 51.04 42.18 36.77
Oracle Schema Linking 100 100 61.73 55.08 51.37

Oracle Enrichment

Enriched Oracle (repr=0.3) 82.66 100 58.74 60.76 51.69
Enriched Oracle (repr=0.4) 84.04 100 61.28 59.84 50.98
Enriched Oracle (repr=0.6) 87.98 100 60.37 58.93 50.26
Enriched Oracle (repr=0.8) 92.93 100 59.39 59.52 52.09
Enriched Oracle (Cluster) 87.27 100 59.71 59.84 50.65
Enriched Oracle (Cluster + Outliers) 95.36 100 59.58 60.56 51.75

Prediction Enrichment

Deepseek-6.7B (Finetuned) 79.79 75.03 54.11 53.32 43.09
DeepSeek-6.7B (Finetuned) + Enriched (repr=0.4) 67.71 75.94 56.78 52.80 45.63
DeepSeek-6.7B (Finetuned) + Enriched (Cluster) 70.44 75.55 56.58 52.22 45.70

Table 3: Experiments with schema enrichment. The middle part shows experiments on enriching the oracle (ground
truth) schema links; bold numbers indicate best performance between oracle and enrichment. The bottom parts shows
experiments on enriching the predictions of a schema linking model; bold numbers indicate best performance between the
initial and enriched predictions.

Takeaway #4: Schema enrichment can improve both the
predicted and oracle schema links, leading to higher Text-to-
SQL scored for certain models. The “oracle” schema linking is
in fact not always the optimal for Text-to-SQL generation.

7 Ablation Results
7.1 The Impact of Prediction Refinement
We evaluate the impact of our proposed refinement techniques
(Section 4.3) on the schema linking performance of LLMs. As we
have already noted, these techniques aim to counter the lack of
DB intelligence observed by LLMs (e.g., missing foreign keys, con-
necting tables, etc.). Table 4 shows the impact of these techniques
averaged over all the experiments conducted in our study.

Precision Recall

Avg. Score Without Refinement 65.90 43.07
Avg. Score With Refinement 61.15 69.40

Ablation of Refinement Steps

No Fuzzy Matching 61.39 66.54
No Parent Table 61.28 67.89
No FK Paths 61.88 67.70
No FK Connections 65.68 44.10

Table 4: Overview of average schema linking performance
with and without prediction refinement, across all experi-
ments on the BIRD dataset. We also perform a leave-one-
out ablation of each refinement step.

The proposed techniques increase the recall achieving an av-
erage boost of 26.33% while reducing precision to much smaller
extent, by 4.75% on average. The decreased precision is an ac-
ceptable sacrifice, since without the refinement about 30% of
examples would not be converted to SQL at all. Furthermore,

our ablation results show that the ‘FK Connections‘ refinement
technique has the largest impact among the techniques used.
In fact, when removing the step the boost in recall is reduced
by the largest amount, while precision stays almost the same.
This supports the initial intuition that LLMs often disregard the
foreign key columns that are necessary to build the desired SQL
query.

Takeaway #5: The schema linking recall of LLMs can greatly
be improved by expert-made rules that convey essential data-
base knowledge.

7.2 The impact of demonstration examples
Providing additional few-shot demonstration examples can be
beneficial as it gives the model a better understanding of the task
and the format in which it should respond. However, it is impor-
tant to investigate how many examples are actually beneficial
and exactly what their impact is on the tasks’ metrics. Moving on,
we investigate the impact of the number of demonstration exam-
ples and report precision and recall with respect to the number
of demonstrations. Our results can be seen in Figure 10.

From our results we can make a few interesting observations.
First of all we see that additional observations lead to an increase
in precision, but after a certain amount of demonstrations (around
3-5) this effect seems to reach a plateau, or even degrade. On the
other hand, recall appears to be less affected, fluctuating near the
same score for most models. The Codestral model benefits greatly
from having at least 1 demonstration, showing a great increase
in both precision recall, but adding more than 1 demonstration
has a relatively small effect. This indicates that this model is
having trouble following the task and the requested output format
without seeing a demonstration in its input. The Llama model
improves precision by having up to three demonstrations but its
performance starts to degrade when adding more. This is most
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Figure 10: Schema linking performance on the BIRD
dataset w.r.t the number of few-shot demonstrations.
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Figure 11: Schema linking performance on the BIRD
dataset w.r.t the number of sampled outputs.

likely an indication that the model struggles to process such a
large input.

Takeaway #6: Having at least one demonstration example
can be very beneficial as it benefits the model’s understanding
of the task. However adding more demonstrations should be
done with caution based on each model’s behaviour.

7.3 The impact of additional output sampling
LLMs give us the opportunity to sample multiple schema link-
ing predictions for each input and use their union as the final
prediction. The intuition is that the prediction with the highest
confidence with might miss some DB tables and columns that
could have been predicted by using the second or third highest-
ranked predictions. To evaluate how the number of sampled
outputs affects schema linking performance, we keep the number
of few-shot demonstrations constant at 1 and run inference with
different numbers of sampled predictions. Our results can be seen
in Figure 11.

Our experiments show a trend across most models: increasing
the number of samples leads to decreased precision and increased
recall. This also confirms our intuition that considering more
predictions for each input allows the model to generate needed
DB elements that it would have otherwise missed. This comes
at the cost of also generating tables and columns that are not
useful, leading to a decrease in precision. However, given the
importance of recall for the problem we argue that it is beneficial
to explore this direction.

Takeaway #7: Sampling additional outputs from LLMs helps
retrieve otherwise missed DB elements, increasing schema
linking recall but decreasing precision.

8 Conclusion
Our study presents an in-depth analysis of LLM-based schema
linking under different usage scenarios and their effect on Text-
to-SQL. Using a unified pipeline allowed us to apply popular
techniques from the Text-to-SQL field, such as question decom-
position and supervised fine-tuning, along with a set of refine-
ment techniques, that can boost the performance of LLMs. Our
experimental findings reveal several takeaways for improving
and effectively incorporating schema linking in a Text-to-SQL
pipeline. One main conclusion is that schema linking in low re-
source settings is possible and can lead to better SQL generation
when used correctly. We also challenged the assumption that
the oracle schema, which contains only the minimum necessary
columns for SQL generation, is always the best schema repre-
sentation. In conclusion, our work provides valuable insights
and methodologies for enhancing Text-to-SQL systems through
effective schema linking.

Artifacts
The code that was developed for this work and used for all the
presented experiments is made publicly available at https://github.
com/IBM/few-shot-schema-linking.
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