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ABSTRACT
Community search (CS) is a fundamental task in graph mining

with a wide range of applications, such as social network, recom-

mendation and link prediction. Traditional CS approaches fail

to capture the higher-order interactions in hypergraphs, where

vertex-centric community models fail to capture the relation-

ships formed by hyperedges involving multiple vertices. This

leads to traditional community models in hypergraphs that tend

to overlook the overlapness of hyperedges and be overly large.

To tackle these issues, we study the problem of Hypergraph

Minimum Community Search (HMCS), aiming to identify the

minimum cohesive communities in hypergraphs. We propose a

new cohesive community model, (𝑘, 𝑠)-HCore, where 𝑘 denotes

the level of participation in hyperedge interactions, and 𝑠 repre-

sents the intensity of these interactions. This model effectively

captures higher-order interactions in hypergraphs and addresses

hyperedge overlapping issues in hypergraphs. Moreover, to solve

the issue of overly large communities, we propose a branch-

and-bound method (BAB) to search a minimal community for

given queries. To further improve computational efficiency, we

propose an optimized algorithm (OBBAB) using candidate set

pruning, lower bound pruning, and an enhanced branching strat-

egy. Experimental results show that the communities searched

by the (𝑘, 𝑠)-HCore model are twice as overlapness as traditional

models, while reducing community sizes by approximately 25%,

demonstrating the effectiveness in capturing minimal communi-

ties in hypergraphs. The OBBAB achieves a 10
2
to 10

4
efficiency

improvement over BAB, and exhibits linear scalability with in-

creasing dataset sizes. Case studies demonstrate the broad appli-

cability and flexibility of the (𝑘, 𝑠)-HCore model across diverse

real-world scenarios.

1 INTRODUCTION
Community search (CS)[12, 35] is a common and critical task

widely used in complex networks analysis. The goal of CS is to

identify communities or groups of closely connected vertices

within networks [18], which can be applied in social network

[53], recommendation systems [55], link prediction [32]. In recent

years, hypergraphs [10, 17, 38], which connect multiple vertices

through hyperedges, have become a crucial tool for modeling
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higher-order interactions and capturing complex group dynam-

ics. The problem of CS in hypergraphs facilitates the discovery

of cohesive sub-hypergraphs in higher-order interactions. For

instance, Figure 1 illustrates the DBLP academic network mod-

eled as a hypergraph, where co-authors are treated as a cohesive

group, highlighting the strength of academic collaborations.

Despite the significant advantages of CS in hypergraphs, there

are two major challenges that are often raised when performing

CS on hypergraphs. (1) Ignoring Hyperedge Overlapness: Tra-
ditional pairwise cohesive models in CS rely on vertex-centric,

including 𝑘-core [14], 𝑑-core [34], 𝑘-edge [11], and 𝑘-truss [27].

These models fail to consider overlapness and capture crucial

high-order interactions involving multiple vertices. Directly con-

verting hypergraphs to pairwise graphs to match these models

will lead to a sharp increase in the number of edges, and result in

excessive resource overhead. While the strength of group inter-

action overlapness is crucial for accurately representing commu-

nity cohesiveness in hypergraphs, current hypergraph-specific

models, such as 𝑘-hypercore [42], 𝑁𝑏𝑟 -𝑘-core [5], and 𝐶𝑜𝐶𝑜𝑟𝑒

[44], primarily focus on individual vertex connections and ig-

nore group-level interaction strength, making them insufficient

for representing cohesive community structures in hypergraphs.

As a result, there is an urgent need for a new cohesive model

that captures both high-order interactions and group interaction

strength. (2) Excessive Community Size: Existing hypergraph
CS methods [16, 47] often face the challenge of producing ex-

cessively large communities, due to a lack of emphasis on size

minimization. While these methods are effective at identifying

cohesive structures, the resulting communities are often too large,

causing inefficiencies and making them unsuitable for scenarios

requiring smaller, more precise communities. This issue becomes

particularly evident in applications such as publication networks

[26, 32, 52], influence spreading [8, 13], and hypergraph classifi-

cation [51, 56], where identifying minimal community structures

can significantly improve performance and interpretability. De-

tailed explanations can be found in Section 3.3 and 6.8. However,

identifying such minimal communities is inherently challeng-

ing, as the problem is NP-Hard [50], making it computationally

infeasible to solve optimally within polynomial time.

To address the aforementioned challenges, we propose the

approach called Hyperedge-Centric Minimum Community
Search (HCMCS). This approach ensures that the identified com-

munities are minimal and effectively capture the hyperedge over-

lapness, overcoming the limitations of traditional vertex-centric

models in hypergraphs. Specifically, the HCMCS approach con-

sists of two important components: the (𝑘, 𝑠)-HCore model and
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(a) The DBLP network
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Figure 1: Different representations of a DBLP network. (a) illustrates a hypergraph representation where vertices represent
authors and hyperedges represent group interactions (publications). (b) shows the pairwise graph representation, simplify-
ing these interactions into pairwise connections. (c) depicts a bipartite graph, with separate vertex sets for authors and
publications. (d) presents the s-line graph, emphasizing relationships between hyperedges based on shared vertices. (e)
visualizes a hypergraph preserving the richness of higher-order group interactions. However, the traditional 𝑘-core model
[42] identifies this hypergraph only as a 1-core, failing to effectively capture cohesive group relationships.

the corresponding minimum community search algorithm, which

tackle these difficulties collaboratively.

For challenge 1: Hyperedge-centric interaction model-
ing. We first propose a novel hyperedge-based (𝑘, 𝑠)-HCore
model, where 𝑘 represents the hyperedge connection constraint,

and 𝑠 denotes the hyperedge overlapping constraint. This model

operates directly on hypergraphs, avoiding information loss and

computational overhead associated with converting hypergraphs

to pairwise graphs, which makes the communities more accu-

rate and effective. We propose two key metrics to quantify the

complex relationships in hyperedges: Interaction Engagement (IE)
and Intersection Strength (IS), which correspond to parameters 𝑘

and 𝑠 in the (𝑘, 𝑠)-HCore.
The IE metric is designed to measure the strength of overlap

between hyperedges. It captures richer group interaction infor-

mation by calculating the frequency of interactions between

hyperedges in the hypergraph. By setting a threshold, we can

identify strong interactions between hyperedges when their en-

gagement frequency surpasses this threshold. The IE metric not

only captures vertex-to-vertex connections but also reflects the

cohesion of group-level interactions, providing a more compre-

hensive and profound understanding of community structures.

The IS metric, on the other hand, is crucial for describing group-

level interaction strength, which is an essential factor in determin-

ing community cohesiveness within hypergraphs. Traditional

methods often overlook this aspect, focusing only on individ-

ual vertex connections. However, considering group interaction

strength can provide deeper insights into the internal cohesive-

ness of communities. For this purpose, we propose the IS metric,

which uses the 𝑠-walk algorithm [3, 39, 41] to calculate the interac-

tion strength between hyperedges by capturing high-order inter-

actions within hypergraphs, effectively reflecting their intensity.

Specifically, the IS metric measures the number of shared vertices

between hyperedges, representing their intersection strength. By

leveraging this approach, we can more accurately describe the

internal cohesiveness of communities and perform CS based on

intersection strength, thereby identifying highly interactive com-

munities.

By combining the IE and ISmetrics, we propose Restricted Interaction

Engagement (RIE), a unified framework that captures both hy-

peredge overlap and interaction strength. RIE addresses the limi-

tations of traditional methods by capturing higher-order interac-

tions, addressing hyperedge overlap issues, and enabling a direct

analysis of group-level interactions. This integration allows for

more accurate and cohesive community detection, enhancing the

(𝑘, 𝑠)-HCore model’s ability to identify highly interactive com-

munities. RIE not only provides deeper insights into community

structures but also supports efficient algorithmic pruning and

search strategies, making it highly effective for large-scale hy-

pergraph applications like influence spreading and classification.

For challenge 2: Minimum community search. Consid-
ering the excessive community size, we utilize a basic branch-

and-bound (BAB) framework to implement a minimum commu-

nity search by systematically exploring all possible branches,

checking each community to determine if it meets the minimum

(𝑘, 𝑠)-HCore conditions, and then eliminating those that do not.

However, BAB often explores multiple branches, many of which

are unproductive, leading to inefficiencies. To overcome this

limitation, we propose an enhanced OBBAB algorithm, integrat-

ing candidate set pruning, lower bound pruning, and improved

branching strategy. These optimizations aim to reduce compu-

tational complexity and enhance the efficiency of identifying

minimal communities, thereby making the solution more practi-

cal for real-world applications. Furthermore, we have rigorously

validated the efficacy and correctness of these pruning methods

through extensive proofs.

We summarize our contributions as follows:

• Innovative Cohesive Model. This paper is pioneering in

addressing the hypergraph community search problem with a

focus on hyperedge interactions. To accurately capture these

interactions, we introduce the concepts of interaction engage-

ment, which limits the frequency of interactions, and inter-

action strength, which limits the degree of interactions. We

integrate these concepts to propose a hyperedge-centric cohe-

sive model, (𝑘, 𝑠)-HCore. This model addresses the challenges

of varying hyperedge sizes and the complexity of hyperedge

intersections, thereby improving the precision of community

searches within hypergraphs. Additionally, we introduce the

Hyperedge-Centric Minimum Community Search problem,
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based on (𝑘, 𝑠)-HCore, to further refine hypergraph commu-

nity searches.

• Effective and Efficient Algorithms.We have proven that the

minimum community search problem is NP-hard. To address

this, we develop a branch-and-bound algorithm enhanced with

three optimal techniques: candidate set pruning, lower bound

pruning, and a strategic branching method. These techniques

collectively improve the computational efficiency of our algo-

rithm.

• Comprehensive Experiments. We conduct extensive exper-

iments on eight datasets to validate the model’s effectiveness

and algorithm’s efficiency. The (𝑘, 𝑠)-HCore model achieves

higher 𝑘 values compared to traditional vertex-centric mod-

els. The overlapness metric of (𝑘, 𝑠)-HCore is twice that of

traditional 𝑘-core and 𝐶𝑜𝐶𝑜𝑟𝑒 , while community sizes are re-

duced by 25%. Our optimization strategies improve algorithm

efficiency by 2-4 orders of magnitude. Metrics such as com-

munity density and triple count demonstrate a 10%-30% im-

provement in cohesion over traditional models. Case studies

further highlight the superiority of (𝑘, 𝑠)-HCore in large-scale

hypergraphs.

2 RELATION WORK
We introduce the work related to the cohesive subgraph and the

community search, respectively.

Cohesive Subgraph. The mining of cohesive subgraphs is an

important study area of graph analysis. The concept of 𝑘-core is

first proposed in graphs by [7, 48] and introduced in hypergraph

by [42, 46]. Furthermore, Malliaros et al. [45] suggested a link

between 𝑘-core and community engagement, which makes it

better to be used for CS. Huang et al. [29] proposed the concept

of 𝑘-truss, which is further restricted from the perspective of

edges. To find different regions containing different densities in

graphs, Govindan et al. [25] proposed the 𝑘-peak. The concept

of 𝑘-ECC has been introduced in [11], which is defined as the

property of a graph to remain connected even after removing

𝑘−1 edges. Gabert et al. [23] proposed the concept of the nucleus,
redefines cohesive subgraphs, and unifies the concepts of 𝑘-core,

and 𝑘-truss. However, compared to pairwise graphs, there is rel-

atively less research on the concepts and algorithms for cohesive

subgraphs in hypergraphs. Luo et al. [42, 43] introduced a con-

cept called Hypercore in hypergraphs, which corresponds to the

𝑘-core in pairwise graphs. Arafat et al. [5] have proposed 𝑁𝑏𝑟 -𝑘-

core, a methodology to depict closely cohesive subgraphs from

the perspective of vertex neighbors. Luo et al. [44] introduced

the 𝐶𝑜𝐶𝑜𝑟𝑒 considering both group engagement and neighbor

engagement.

Community Search. The purpose of the CS is to find a

densely connected subgraph in graphs based on the given queries

[28]. The most classical method for CS is to utilize the cohe-

siveness models [1, 19, 21, 36, 40, 54, 57, 58]. This approach in-

volves analyzing the connections and interactions among mem-

bers within a community to identify groups of members that are

closely connected to some degree, such as [2, 14, 27, 50]. How-

ever, researchers have found that if the size of the community is

not limited, the resulting communities can be excessively large,

making it difficult to obtain the desired results intuitively. To this

end, Barbieri et al. [6] proposed a minimum CS problem, which

involves finding a community that satisfies the 𝑘-core condition

and has the minimum number of vertices and Dong et al. [15]

proposed the search for a minimum butterfly core community.

Additionally, researchers have started to expand the CS to en-

compass more types of graphs beyond simple graphs. They have

begun to conduct CS on more complex graph structures, such

as directed graphs [20, 24], heterogeneous graphs [22], attribute

graphs [37], and temporal graph [33]. Nevertheless, there is no

minimum CS specifically designed for hypergraphs currently.

In this paper, we propose the (𝑘, 𝑠)-HCore model, focusing

on hyperedge interactions to identify cohesive sub-hypergraphs.

Unlike previous vertex-centric models, which are prone to the

influence of individual vertices, the (𝑘, 𝑠)-HCore leverages the
flexibility of hyperedges to overcome these limitations. Based

on this model, we address the HCMCS problem, enabling the

discovery and search of minimal communities in hypergraphs.

3 PRELIMINARIES AND APPLICATION
3.1 Notation Definition
Let 𝐺 = (𝑉 , 𝐸) represent an undirected and unweighted hyper-

graph with𝑉 and 𝐸 denoting the sets of vertices and hyperedges,

respectively. Consider 𝑆 ⊆ 𝐺 to be a sub-hypergraph induced

by hyperedges. Unless otherwise specified, the sub-hypergraph

refers to a hyperedge-induced sub-hypergraph. We denote |𝑆 |
as the number of hyperedges in 𝑆 . Furthermore, let 𝑁𝑉𝐺 (𝑢)
signify the set of hyperedges incident to a vertex 𝑢, defined

as 𝑁𝑉𝐺 (𝑢) = {𝑒 | 𝑢 ∈ 𝑒,∀𝑒 ∈ 𝐺}, and let 𝑁𝐸𝐺 (𝑒) repre-
sent the set of hyperedges incident to a hyperedge 𝑒 , defined

as 𝑁𝐸𝐺 (𝑒) = {𝑒′ | 𝑒 ∩ 𝑒′ ≠ ∅, 𝑒′ ∈ 𝐺}. When the context is clear,

we omit the footnote of symbols, such as using 𝑁𝑉 (𝑢) instead
of 𝑁𝑉𝐺 (𝑢). We first propose the concept of interaction engage-

ment, which measures the frequency of interaction between a

hyperedge and other hyperedges.

Definition 1. (Interaction Engagement (IE)) Given a hy-
pergraph 𝐺 = (𝑉 , 𝐸), let 𝑒 ∈ 𝐸 be an arbitrary hyperedge. The
interaction engagement of 𝑒 is defined as the number of hyperedges
that intersect with 𝑒 , which is computed by the following formula:

𝐼𝐸𝐺 (𝑒) = |{𝑒′ ∈ 𝑁𝐸 (𝑒) |𝑒′ ∩ 𝑒 ≠ ∅}|. (1)

To quantitatively ascertain the degree of interaction between

two hyperedges in a hypergraph, we define the interaction strength

as follows.

Definition 2. (Interaction Strength (IS)) Given a hyper-
graph 𝐺 = (𝑉 , 𝐸), where for any two hyperedges 𝑒0 and 𝑒1, their
interaction strength is defined as the intersection size between them,
which is computed by the following formula:

𝐼𝑆𝐺 (𝑒0, 𝑒1) = |{𝑢 |𝑢 ∈ 𝑒0 ∩ 𝑒1}|. (2)

Based on Definition 1 and 2, we propose a measure called re-

stricted interaction engagement, which quantifies the frequency

of hyperedge interaction under the constraint of interaction

strength.

Definition 3. (Restricted Interaction Engagement (RIE))
Given a hypergraph𝐺 = (𝑉 , 𝐸), let 𝑒 ∈ 𝐸 be an arbitrary hyperedge.
The restricted interaction engagement of 𝑒 is defined as the number
of hyperedges that intersect with 𝑒 , and their interaction strength
is not less than the threshold 𝑠 , which is computed by the following
formula:

𝑅𝐼𝐸𝐺 (𝑠, 𝑒) = |{𝑒′ ∈ 𝐼𝐸 (𝑒) |𝐼𝑆 (𝑒′, 𝑒) ≥ 𝑠}|. (3)

Subsequently, we propose the definition of (𝑘, 𝑠)-HCore and
hyperedge core number.
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Algorithm 1 (𝑘, 𝑠)-HCore Decomposition

Input: Hypergraph𝐺 = (𝑉 , 𝐸 ) , IS 𝑠
Output: Core number 𝑐𝐸 ( ·)
1: 𝑆 ← 𝐺 , 𝑘 ← 1;

2: while 𝑆 is not empty do
3: 𝑒 ← arg𝑒∈𝑆 min𝑅𝐼𝐸𝑆 (𝑠, 𝑒 ) ;
4: 𝑘 ← max(𝑘, 𝑅𝐼𝐸𝑆 (𝑠, 𝑒 ) ) ;
5: 𝑆 ← 𝑆 \ 𝑒 ;
6: 𝑐𝐸𝐺 (𝑠, 𝑒 ) ← 𝑘 ;

7: return 𝑐𝐸 ( ·) ;

Definition 4. ((𝑘, 𝑠)-HCore) Given a hypergraph𝐺 = (𝑉 , 𝐸),
a hyperedge-induced maximal sub-hypergraph 𝑆 is a (𝑘, 𝑠)-HCore
if and only if for any hyperedge 𝑒 ∈ 𝑆 , 𝑅𝐼𝐸𝑆 (𝑠, 𝑒) ≥ 𝑘 .

Definition 5. (Hyperedge Core Number) Given a hypergraph
𝐺 = (𝑉 , 𝐸) and the IS 𝑠 , for any hyperedge 𝑒 ∈ 𝐸, its hyperedge
core number 𝑐𝐸𝐺 (𝑠, 𝑒) is defined as the maximum value of 𝑘 such
that hyperedge 𝑒 belongs to the (𝑘, 𝑠)-HCore.

Example 1. For example, in Figure 1, 𝐼𝐸 (𝑒0) = 3 because it
intersects with three hyperedges. 𝐼𝑆 (𝑒0, 𝑒1) = 4 because these two
hyperedges share four common vertices. 𝑅𝐼𝐸 (4, 𝑒0) = 3 because 𝑒0
intersects with 𝑒1, 𝑒2, and 𝑒3, each sharing four common vertices
with 𝑒0. The entire graph forms a (3, 4)-HCore since the 𝑅𝐼𝐸 (4, 𝑒)
for every hyperedge in the graph is equal to 3.

Based on the above definitions, we present the decomposition

algorithm in Algorithm 1 for computing all the hyperedge core

numbers in hypergraph𝐺 = (𝑉 , 𝐸) with IS 𝑠 . It entails an iterative
removal of hyperedges in 𝐸 with RIE below the prescribed thresh-

old value 𝑘 . This iterative process continues until all remaining

hyperedges in the hypergraph meet the criterion of RIE greater

than or equal to 𝑘 . The remaining hypergraph resulting from this

iterative process is identified as the (𝑘, 𝑠)-HCore sub-hypergraph
of the initial hypergraph.

3.2 Problem Definition
In this paper, we focus on the problem of Hyperedge-Centric
Minimum Community Search (HCMCS).

Problem 1. (HCMCS) Given a hypergraph𝐺 = (𝑉 , 𝐸), a query
vertex 𝑞, positive integers IE 𝑘 and IS 𝑠 , the HCMCS problem aims to
find a minimum sub-hypergraph 𝑆 ⊆ 𝐺 which holds the following
properties:

(1) Connectivity Constraint. 𝑆 is connected and contains 𝑞;
(2) Structure Constraint. ∀𝑒 ∈ 𝑆 , 𝑅𝐼𝐸𝑆 (𝑠, 𝑒) ≥ 𝑘 ;
(3) Size Constraint. There does not exist a sub-hypergraph 𝑆 ′

that satisfies conditions 1), 2), and |𝑆 ′ | ≤ |𝑆 |.

3.3 Discussion of Application
Hyperedge-Centric Minimum Community Search plays a criti-

cally important role in multiple domains in the real world. The

follows are descriptions of several practical applications for hy-

pergraph community search, and all applications are verified in

experiments.

Publication Networks [26, 32, 52]: In publication networks,

researchers from the same university or closely interacting col-

leagues often collaborate in publications, forming a group (𝑠)
that produces a large number (𝑘) of publications. (𝑘, 𝑠)-HCore
with larger 𝑠 and 𝑘 can more easily identify these groups in

the publication network. This is advantageous for publishers, as

hypergraph-based minimal CS can identify small but tightly con-

nected groups with high publication output. In our experiment

6.8, we conducted a detailed analysis of the historical publication

network CoMH, demonstrating the effectiveness of this approach.

Influence Spreading [8, 13]: In social networks and infor-

mation dissemination, certain key vertices have higher influence

and can affect a wide range of the spreading process. By using the

(𝑘, 𝑠)-HCore model, we can identify these vertices with high cen-

trality and strong influence. Vertices in (𝑘, 𝑠)-HCores with high

𝑘 and low 𝑠 tend to have greater influence during the spreading

process. In our experiment 6.8, we evaluated influence spread-

ing using the SIR diffusion model, and the results showed that

the (𝑘, 𝑠)-HCore model has significant advantages in selecting

influential vertices.

Hypergraph Classification [51, 56]: In data mining and

network analysis, hypergraphs from different domains often ex-

hibit similar structural characteristics, such as the distribution

of (𝑘, 𝑠)-HCores and the range of 𝑠 values. By analyzing these

features, hypergraphs can be effectively classified, improving the

accuracy and efficiency of classification. In our experiment 6.8,

we demonstrated the similarity in core distribution of datasets

from the same domain under (𝑘, 𝑠) core constraints, proving the

potential of the (𝑘, 𝑠)-HCore model in hypergraph classification

tasks.

4 NAIVE APPROACH
In this section, we present a baseline (traditional) algorithm, out-

lined in Algorithm 2, designed to solve the HCMCS problem,

which seeks the optimal solution by exhaustively enumerating

all potential communities that fulfill the HCMCS criteria. Con-

sidering the NP-hard nature of the problem, the algorithm has

been designed with rudimentary pruning strategies to ensure

that the minimum community meeting the requirements can be

identified within a reasonable timeframe.

Algorithm 2 BAB: BranchAndBound

Input: Hypergraph𝐺 = (𝑉 , 𝐸 ) , query vertex 𝑞, positive integers IE 𝑘 ,

IS 𝑠
Output: Sub-hypergraph 𝑆

1: 𝑐𝐸 ( ·) ← (𝑘, 𝑠 )-HCore Decomposition;

2: 𝐺 ← 𝐺 \ {𝑒 |𝑐𝐸 (𝑒 ) < 𝑘 }; ⊲ Reduce the size of the hypergraph
3: if 𝐺 is empty then ⊲ No community meeting the criteria
4: return ∅;
5: 𝑆 ← 𝐺 ; ⊲ Optimal result initialization
6: for 𝑒 ∈ 𝑁𝑉𝐺 (𝑞) do
7: 𝑃 ← 𝐸 (𝐺 ) ; ⊲ Candidate set initialization
8: BranchAndBound({𝑒 }, 𝑃 \ {𝑒 });
9: return 𝑆 ;

10: procedure BranchAndBound(𝐶, 𝑃 )
11: if 𝐶 is (𝑘, 𝑠 )-HCore and |𝐶 | <= |𝑆 | then
12: 𝑆 ← 𝐶 ;

13: else
14: 𝑒 ← Randomly select a hyperedge from P;

15: BranchAndBound(𝐶 ∪ {𝑒 }, 𝑃 \ {𝑒 });
16: BranchAndBound(𝐶 , 𝑃 \ {𝑒 });

Algorithm 2 initially performs a (𝑘, 𝑠)-HCore decomposition

on the hypergraph 𝐺 to determine the core number of each

hyperedge by Algorithm 1. It then prunes hyperedges that do

not meet the 𝑘 threshold, effectively reducing the size of the

hypergraph (Lines 1-2). If the hypergraph is empty after pruning,

the algorithm 2 concludes with an empty set, indicating that no
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community satisfies the criteria (Line 3-4). Conversely, the entire

𝐺 is taken as the initial optimal result 𝑆 (Line 5).

Subsequently, Algorithm 2 traverses the adjacent hyperedge

set 𝑁𝑉𝐺 (𝑞) of the query vertex 𝑞, performing branch-and-bound

methodology for each hyperedge 𝑒 (Line 6-16). In this process,

this initiates with the establishment of the candidate set 𝑃 as the

hyperedge set of the hypergraph𝐺 , and iteratively, the algorithm

refines the optimal sub-hypergraph via the BrandAndBound pro-

cedure (Line 10-16). When𝐶 satisfies the HCMCS criteria and the
size of it does not exceed that of the minimum sub-hypergraph 𝑆 ,

it is adopted as the new optimal solution (Lines 11-12). Otherwise,

Algorithm 2 randomly selects a hyperedge 𝑒 from 𝑃 and explores

sub-hypergraphs both including and excluding 𝑒 , iteratively con-

tracting the search domain (Line 14-16).

Through the detailed branch-and-bound process, Algorithm 2

effectively explores the solution space. The recursive application

of the BranchAndBound procedure ensures that each sequential

solution is not only locally optimal within its respective search

trajectory, but also that it holds the global optimum.

Correctness Analysis. Algorithm 2 guarantees correctness

by exhaustively exploring all sub-hypergraphs that satisfy the

HCMCS criteria. The branch-and-bound process ensures no valid
solutions are omitted, and the smallest community is always

identified as the optimal result.

Performance Analysis. Algorithm 2 employs a branch-and-

bound method, an NP-Hard algorithm with a time complexity

of 2
𝑚
, where 𝑚 represents the number of hyperedges in the

hypergraph.

To reduce𝑚, we initially apply the (𝑘, 𝑠)-HCore decomposition

method to narrow down the search space. This step effectively

avoids unnecessary searches by identifying and excluding ver-

tices and hyperedges that are unlikely to belong to any commu-

nity that meets HCMCS criteria (Line 1-2). Furthermore, during

the recursive process of the algorithm, boundary conditions are

set for inspection (Line 11-12), halting further in-depth search

if the current community satisfies the HCMCS condition and

does not exceed the size of the existing optimal solution. These

strategies significantly reduce the number of branches to explore

and lower the actual complexity.

Performance Limitations.Although Algorithm 2 introduces

two optimization strategies, namely reducing the scale of the in-

put graph and setting boundary conditions, the number of branch

instances that still need to be explored in practice remains signifi-

cant. Particularly when dealing with large-scale hypergraphs, the

efficiency of the algorithm is still insufficient. This is primarily

attributed to the following three limiting factors.

Lager Candidate Set: In Algorithm 2, the candidate set 𝑃

comprises all the hyperedges in the input hypergraph. During

each branching iteration, the size of 𝑃 is decreased by only one

(Lines 14-16), a process that is markedly inefficient. It has been

noted that the hyperedges in set 𝐶 influence those in 𝑃 . Due

to restrictions based on interaction frequency and interaction

strength, certain hyperedges in 𝑃 cannot be incorporated into 𝐶 .

In such instances, these hyperedges can be eliminated from 𝑃 ,

effectively reducing the size of the candidate set.

Lack of Lower Bound Pruning: In Algorithm 2, a branch

concludes only when the set 𝑃 is empty or the branch already sat-

isfies HCMCS constraints. However, this termination criterion is

not particularly efficient. It has been observed that for a given set

𝐶 , one can predict the size of the minimum sub-hypergraph that

encompasses 𝐶 and satisfies HCMCS constraints. Consequently,

if the minimum required sub-hypergraph size for a set 𝐶 sur-

passes the size of the current optimal solution, this branch can

be preemptively terminated. This strategy significantly reduces

the search space.

Trivial Branching Rules: In Algorithm 2, branch generation

is based on randomly selecting a hyperedge from the set 𝑃 , re-

sulting in two diverging branches: one that includes and another

that excludes the selected hyperedge. However, the criteria for

branch selection substantially influence the speed of result gen-

eration. If the chosen hyperedge allows Algorithm 2 to swiftly

achieve a smaller intermediate sub-hypergraph, then using the

lower bound pruning mechanism, this approach can facilitate a

quicker convergence to the optimal solution.

5 OPTIMIZATIONS FOR
BRANCH-AND-BOUND

In this section, we introduce a branch-and-bound algorithm based

on optimization strategies. The algorithm aims to address the

problems identified in the previously proposed baseline algo-

rithm: numerous branching instances are not effective, failing

to generate outputs that surpass the existing results. In light of

this, we have designed three optimization strategies: candidate

set pruning, lower bound pruning, and branching strategy.

5.1 Candidate Set Pruning
In this subsection, we present a candidate set pruning technique

tailored for branch instances (𝐶, 𝑃). This technique is designed
to substantially decrease the candidate set size by systematically

eliminating elements from 𝑃 that definitively cannot be incor-

porated into the set 𝐶 . The implementation of this technique

is primarily based on the definition of the (𝑘, 𝑠)-HCore, which
requires that each hyperedge intersects with at least 𝑘 other hy-

peredges, and the strength of these interactions must be at least

𝑠 . Following this, we first present the basic formalized equation

for pruning, followed by a detailed analysis of the underlying

principles.

Theorem 1. (Basic Candidate Set Pruning) Given an instance
(𝐶, 𝑃), IE 𝑘 and IS 𝑠 . For any hyperedges 𝑒 ∈ 𝑃 , if 𝑅𝐼𝐸𝐶∪𝑃 (𝑠, 𝑒) < 𝑘 ,
then we can discard 𝑒 from 𝑃 .

Correctness Analysis. Clearly, the validity of Theorem 1

is self-evident based on the definition of the (𝑘, 𝑠)-HCore. Fur-
thermore, we define𝑚𝑖𝑛𝑅 as the currently minimum community

satisfying the HCMCS within our algorithm. This allows us to for-

mulate a more refined pruning condition, one that is contingent

on the size of the current minimum community.

Theorem 2. (Candidate Set Pruning) Given an instance (𝐶, 𝑃),
IE 𝑘 and IS 𝑠 . For any hyperedges 𝑒 ∈ 𝑃 , if min{𝑅𝐼𝐸𝐶∪𝑃 (𝑠, 𝑒),
𝑅𝐼𝐸𝐶∪{𝑒 } (𝑠, 𝑒) + |𝑚𝑖𝑛𝑅 | − |𝐶 | − 1} < 𝑘 , then we can discard 𝑒 from
𝑃 .

Correctness Analysis. Firstly, we prove 𝑅𝐼𝐸𝐶∪𝑃 (𝑠, 𝑒) < 𝑘

according to Theorem 1. Then, we analyze the process of incor-

porating hyperedge 𝑒 into 𝐶 . The inclusion of 𝑒 needs to satisfy

both the minimum community size (𝑚𝑖𝑛𝑅) and the interaction

frequency criteria specific to 𝑒 . In theory, the maximum number

of hyperedges that can be added to 𝐶 is |𝑚𝑖𝑛𝑅 | − |𝐶 | − 1. When

the candidate hyperedge 𝑒 is added to the set 𝐶 , it is inferred

that the inclusion of 𝑒 in 𝐶 is not advisable, if we observe that

𝑅𝐼𝐸𝐶∪{𝑒 } (𝑠, 𝑒) + |𝑚𝑖𝑛𝑅 | − |𝐶 | −1 < 𝑘 This is because the inclusion

of hyperedge 𝑒 and the subsequent addition of hyperedges will re-

sult in a community size exceeding the𝑚𝑖𝑛𝑅 limit. Consequently,
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this situation requires the exclusion of 𝑒 in 𝑃 . Therefore, based

on the (𝑘, 𝑠)-HCore constraint and the𝑚𝑖𝑛𝑅, it can be concluded

that if 𝑅𝐼𝐸𝐶∪{𝑒 } (𝑠, 𝑒) + |𝑚𝑖𝑛𝑅 | − |𝐶 | − 1 < 𝑘 , then hyperedge 𝑒

fails to satisfy the inclusion criteria for community 𝐶 and should

be pruned accordingly.

5.2 Lower Bound Pruning
In this subsection, we focus on introducing a method for calcu-

lating the lower bound. The key of this method is as follows: for

a given instance (𝐶, 𝑃), we can determine the size of the mini-

mum community that includes the set𝐶 and satisfies the HCMCS
constraint, denoted as𝑚𝑖𝑛𝑆𝑖𝑧𝑒 (𝐶). This allows us to effectively

prune the instance 𝑃 , especially when its lower bound exceeds

the size of the 𝑚𝑖𝑛𝑅. Algorithm 3 details this process, which

iteratively refines and augments the community 𝐶 .

Algorithm 3 Lower Bound

Input: Instance (𝐶, 𝑃 ) , positive integers IE 𝑘 , IS 𝑠
Output: Lower Bound 𝑙𝑏

1: 𝑟 (𝑒 ) ← 𝑘 − 𝑅𝐼𝐸𝐶 (𝑠, 𝑒 ), ∀𝑒 ∈ 𝐶 ;
2: 𝑙𝑏 ← |𝐶 |;
3: while 𝑟 (𝑒 ) > 0, ∃𝑒 ∈ 𝐶 do
4: Select the hyperedge with the max 𝑟 (𝑒 ) ;
5: Select 𝑟 (𝑒 ) hyperedges from 𝑃 , denoted as Δ, and the hyperedges

intersect with the hyperedges in𝐶 as much as possible;

6: 𝑙𝑏 ← 𝑙𝑏 + 𝑟 (𝑒 )
7: 𝑟 (𝑒 ) ← 𝑟 (𝑒 ) − | {𝑒′ ∈ Δ |𝑒 ∩ 𝑒′ ≠} |, ∀𝑒 ∈ 𝐶 ;
8: return 𝑙𝑏;

Initially, the algorithm computes the residual interaction fre-

quency requirement, denoted 𝑟 (𝑒), for each hyperedge 𝑒 within

the community 𝐶 . It then sets the lower bound, referred to as 𝑙𝑏,

to correspond to the size of 𝐶 . In its main loop, the algorithm

identifies the hyperedge 𝑒 with the highest residual interaction

frequency requirement. It selects 𝑟 (𝑒) hyperedges from the candi-

date set 𝑃 , which intersect as much as possible with the existing

hyperedges in 𝐶 . Subsequently, it updates the lower bound, 𝑙𝑏.

After each expansion, the residual interaction requirements of

all hyperedges in 𝐶 are updated. This iterative process continues

until there are no longer any hyperedges in 𝐶 with a residual

interaction requirement exceeding zero. The final lower bound

𝑙𝑏 reflects the potential size of the minimum community that

includes the set 𝐶 and satisfies the HCMCS constraint.
Correctness Analysis. Subsequently added hyperedges are

only guaranteed to satisfy the restricted interaction engagement

constraint for the hyperedges within 𝐶 , without considering

whether the subsequently added hyperedges meet this constraint.

Thus, the lower bound 𝑙𝑏 that we calculate must be the minimum

size of any community that contains 𝐶 and satisfies the HCMCS
constraint.

Time complexity. The worst time complexity of Algorithm

3 is 𝑂 ( |𝐶 |2 + |𝐶 | |𝑃 |). The time complexity analysis of Algorithm

3 begins with the initialization step. This step includes the com-

putation of 𝑅𝐼𝐸𝐶 (𝑠, 𝑒) for each hyperedge 𝑒 in the community 𝐶 ,

which has a complexity of𝑂 ( |𝐶 |). During the main loop, identify-

ing the hyperedge with the highest residual interaction frequency,

𝑟 (𝑒), necessitates traversing through 𝐶 , thereby resulting in a

complexity of 𝑂 ( |𝐶 |). The process of selecting hyperedges from

the candidate set 𝑃 involves traversing the entire set, leading to a

complexity of𝑂 ( |𝑃 |). Furthermore, updating𝐶 and recalculating

𝑟 (𝑒) also requires a time complexity of𝑂 ( |𝐶 |). Consequently, the
complexity for each iteration of the loop is𝑂 ( |𝐶 |+|𝑃 |). Given that

the loop can execute up to |𝐶 | times, the overall time complexity

of the algorithm amounts to 𝑂 ( |𝐶 |2 + |𝐶 | |𝑃 |).
Space complexity. The worst space complexity of Algorithm

3 is 𝑂 ( |𝐶 | + |𝑃 |). We consider the storage requirements for the

input sets 𝐶 and 𝑃 . Specifically, the space dedicated to set 𝐶

aligns with the quantity of hyperedges, leading to a complexity

of𝑂 ( |𝐶 |). Set 𝑃 exhibits a similar trend, with its complexity noted

as 𝑂 ( |𝑃 |). During the execution of the algorithm, we maintain a

set Δ to store the selected hyperedges from 𝑃 that intersect with

the hyperedges in 𝐶 . In the worst case, Δ could be as large as

𝑃 , hence its space requirement is also 𝑂 ( |𝑃 |). Additionally, the
algorithm maintains a counter 𝑟 (𝑒) for each element 𝑒 in the set

𝐶 , and since 𝑟 (𝑒) assigns an integer for each hyperedge, its space

complexity is also 𝑂 ( |𝐶 |). Summarizing these individual space

complexities, the worst space complexity is 𝑂 ( |𝐶 |) +𝑂 ( |𝑃 |).

5.3 Branching Strategy
In this subsection, we present two branching strategies aimed at

selecting hyperedges to be added to 𝐶 . The primary goal of this

strategy is to quickly identify a smaller community that meets the

HCMCS constraint conditions, facilitating subsequent pruning of
the candidate set and lower bound calculations. To achieve these

goals, we give priority to those hyperedges that intersect with

hyperedges of lower restricted interaction engagement within 𝐶 ,

and also have a significant number of intersections with many

hyperedges in 𝐶 . Such a branching strategy helps Algorithm 2

to quickly identify a smaller community that meets the HCMCS
constraint conditions. To quantitatively evaluate the preference

for hyperedges, we introduce two connectivity score metrics for

hyperedge 𝑒 .

We propose the concept of the first connection score. In this

connection score, we consider that when a hyperedge is added

to the set 𝐶 , it should intersect with the hyperedge with a lower

𝑅𝐼𝐸 in the set 𝐶 as much as possible. Hyperedge 𝑒 that is associ-

ated with a greater number of hyperedges with lower 𝑅𝐼𝐸 has a

higher connectivity score. Therefore, it is given priority during

the selection process for inclusion in the set 𝐶 .

Definition 6. (connection score) Given an instance (𝐶, 𝑃), IE
𝑘 and IS 𝑠 . The connection score of a hyperedge 𝑒 ∈ 𝑃 is defined as:

𝛿 (𝑒) =
∑︁

𝑒′∈𝑁𝐸𝐶∪{𝑒} (𝑒 )

1

𝑅𝐼𝐸𝐶 (𝑠, 𝑒′)
. (4)

We present another definition of the connectivity score below.

We have considered two main aspects: 𝛿1 (𝑒) denotes the number

of hyperedges 𝑒′ in set 𝐶 that are adjacent to 𝑒 and have the

𝑅𝐼𝐸𝐶 (𝑠, 𝑒′) less than the threshold𝑘 ; 𝛿2 (𝑒) represents the number

of hyperedges 𝑒′ that are adjacent to 𝑒 and have the 𝐼𝑆 (𝑒, 𝑒′)
greater than or equal to the threshold 𝑠 . The total connection

score of hyperedge 𝑒 , 𝛿 (𝑒), is the sum of these two values. This

definition quantifies the connectivity score of a hyperedge that

is added to the set by integrating two dimensions.

Definition 7. Given an instance (𝐶, 𝑃), IE 𝑘 and IS 𝑠 . The
connection score of a hyperedge 𝑒 ∈ 𝑃 is defined as:

𝛿1 (𝑒) = |{𝑒′ |𝑒′ ∈ 𝑁𝐸𝐶 (𝑒), 𝑅𝐼𝐸𝐶 (𝑠, 𝑒′) < 𝑘}|
𝛿2 (𝑒) = |{𝑒′ |𝑒′ ∈ 𝑁𝐸𝐶 (𝑒), 𝐼𝑆 (𝑒, 𝑒′) ≥ 𝑠}|
𝛿 (𝑒) = 𝛿1 (𝑒) + 𝛿2 (𝑒) .

(5)

The computation methods for these two connectivity scores

give priority to hyperedges that intersect with those having the

lower 𝑅𝐼𝐸 and also intersect with many other hyperedges in the
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set 𝐶 . This prioritization strategy effectively facilitates the rapid

identification of smaller communities that meet the 𝐻𝐶𝑀𝐶𝑆 con-

straint conditions, greatly enhancing the efficiency of pruning

the candidate set and calculating lower bound pruning.

Correctness Analysis. The proposed branching strategy, in-

cluding the connection score definitions, is designed to guide

the search process toward smaller communities more efficiently.

However, it is important to note that this selection strategy does

not affect the correctness of the algorithm’s results. The algo-

rithm guarantees correctness because it exhaustively explores

all feasible hyperedge combinations that satisfy the HCMCS con-
straints. The branching strategy merely prioritizes hyperedges

based on their connectivity scores to expedite the identification

of a valid community, but it does not exclude any feasible solu-

tions from consideration. Thus, regardless of the order in which

hyperedges are explored, the algorithm ultimately identifies the

smallest community that meets the given constraints, ensuring

the correctness of the result.

5.4 Optimization-based Branch-and-Bound
In this subsection, we integrate all the proposed optimization

strategies to introduce an optimization-based branch-and-bound

algorithm. The aim is to search for the minimum community that

satisfies the HCMCS constraints.

Algorithm 4 OBBAB: Optimization-based BranchAndBound

Input: Hypergraph𝐺 = (𝑉 , 𝐸 ) , query vertex 𝑞, positive integers IE 𝑘 ,

IS 𝑠
Output: Sub-hypergraph 𝑆

1: 𝑐𝐸 ( ·) ← (𝑘, 𝑠 )-HCore Decomposition;

2: 𝐺 ← 𝐺 \ {𝑒 |𝑐𝐸 (𝑒 ) < 𝑘 }; ⊲ Reduce the size of the hypergraph
3: if 𝐺 is empty then ⊲ No community meeting the criteria
4: return ∅;
5: 𝑆 ← 𝐺 ; ⊲ Optimal result initialization
6: for 𝑒 ∈ 𝑁𝑉𝐺 (𝑞) do
7: 𝑃 ← 𝐸 (𝐺 ) ; ⊲ Candidate set initialization
8: BranchAndBound({𝑒 }, 𝑃 \ {𝑒 });
9: return 𝑆 ;

10: procedure BranchAndBound(𝐶, 𝑃 )
11: if𝑚𝑖𝑛𝑆𝑖𝑧𝑒 (𝐶 ) ≥ |𝑆 | then ⊲ Lower Bound Pruning
12: return ;

13: if 𝐶 is (𝑘, 𝑠 )-HCore and |𝐶 | <= |𝑆 | then
14: 𝑆 ← 𝐶 ;

15: else
16: Prune 𝑃 ; ⊲ Candidate Set Pruning
17: 𝑒 ← hyperedge with the highest score in P’; ⊲ Branching

Strategy
18: BranchAndBound(𝐶 ∪ {𝑒 }, 𝑃 ′ \ {𝑒 });
19: BranchAndBound(𝐶 , 𝑃 ′ \ {𝑒 });

Algorithm 4 is an optimized branch-and-bound strategy aimed

at finding the smallest community in a hypergraph that satisfies

the HCMS constraints. The algorithm starts with a (𝑘, 𝑠)-HCore
decomposition to initialize the 𝑐𝐸 (·) (Line 1), followed by pruning
to reduce the size of the hypergraph 𝐺 by removing hyperedges

with the 𝑐𝐸 (·) less than 𝑘 (Line 2). If the pruned hypergraph is

empty, indicating that no community meets the criteria, the algo-

rithm returns an empty set (Lines 3-4). If the hypergraph is not

empty, the algorithm sets the current hypergraph𝐺 as the initial

optimal sub-hypergraph 𝑆 (Line 5). For each adjacent hyperedge

𝑒 of the query vertex 𝑞, the algorithm initializes the candidate set

𝑃 (Lines 6-7) and performs the branch-and-bound process on it

(Line 8). In the 𝐵𝑟𝑎𝑛𝑐ℎ𝐴𝑛𝑑𝐵𝑜𝑢𝑛𝑑 (𝐶, 𝑃) function (Line 10), if the

lower bound of the set𝐶 is not less than 𝑆 (Line 11), candidate set

pruning is performed and the current branch is terminated (Line

11-12). If 𝐶 satisfies the (𝑘, 𝑠)-HCore and its size does not exceed

𝑆 (Line 13), then 𝐶 is set as the new 𝑆 . Otherwise, the algorithm

prunes the current candidate set 𝑃 according to Theorem 2 and

selects the hyperedge 𝑒 with the highest connectivity to proceed

to the next round of branching (Lines 16-19). In summary, Algo-

rithm 4 integrates candidate set pruning, lower bound pruning,

and branching strategies to efficiently determine the minimum

community.

Correctness Analysis. Since any technology used in Algo-

rithm 4 has passed the correctness proof, it is obvious that Algo-

rithm 4 is correct.
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Figure 2: The Workflow of BAB and OBBAB

Example 2. In Figure 2, we illustrate the workflows of the BAB
and OBBAB algorithms. While the BAB algorithm exhaustively
explores every branch, the OBBAB algorithm employs pruning
techniques to eliminate unnecessary branches, reducing the number
of traversed branches and improving efficiency.

6 EXPERIMENT
In this section, we first describe the datasets and settings in

our experiments. The experimental goals and results are then

presented to demonstrate the effectiveness of the models and the

efficiency of the algorithms.

Datasets.Weuse ten real-world datasets (NDCC, NDCS, TaMS,

TaAU, ThAU, ThMS and DBLP[9], CoMH and CoGe [49], Aminer

[31]) from six domains with various data properties. NDCC and

NDCS [9] are two hypergraphs originating from the pharmaceuti-

cal field. NDCC comes from the National Drug Code, in which hy-

peredges represent drugs, and vertices are category labels used to

tag drugs. NDCS comes from drug identifiers, with vertices repre-

senting substances, and hyperedges signifying drugs containing

these substances. TaMS and TaAU [9] are hypergraphs with ver-

tices being labels, and hyperedges being the sets of labels applied

to questions on math.stackexchange.com and askubuntu.com.

ThAU and ThMS [9] are hypergraphs that represent user ac-

tivities on askubuntu.com and math.stackexchange.com. Each

hyperedge captures threads engaged by users within 24 hours,

and vertices correspond to individual users. CoMH and CoGe

[49] are hypergraphs describing temporal evolution, simulating

publishing activities of authors in the "History" and "Geology"

fields in the Microsoft Academic Graph. In these two hyper-

graphs, vertices represent individual authors, and hyperedges

correspond to their co-authorships within a specific time frame

in given publications. DBLP [9] is a temporal higher-order net-

work, where nodes are authors and each simplex represents a

publication. AMiner [31] is a weighted undirected coauthorship
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Table 1: Real-World Hypergraph Datasets.

DataSet |𝐸 | |𝑉 | 𝑐𝑚𝑎𝑥 𝑐𝑎𝑣𝑔 𝑑𝑚𝑎𝑥 𝑑𝑎𝑣𝑔

NDCC 46285 1149 24 3 5357 132

NDCS 29810 3767 25 7 5901 38

TaMS 558272 1627 5 2 59277 945

TaAU 219076 3021 5 3 19631 225

ThAU 117764 90054 14 2 2247 3

ThMS 563710 153806 21 2 12403 9

CoMH 308934 503868 925 2 1077 1

CoGe 1045462 1091979 25 3 1125 3

DBLP 1836596 2955129 20 4 1399 5

Aminer 27850748 17120546 18 4 9386 6

graph, where nodes are authors and edge weights correspond to

the number of papers coauthored by two authors.

All datasets can be downloaded from ARB
1
. We remove all

isolated vertices in the datasets. The basic statistics of the datasets

are shown in Table 1, which is classified based on the different

domains of origin for the hypergraphs. For each hypergraph,

we define 𝑑𝑚𝑎𝑥 , 𝑑𝑎𝑣𝑔 as the maximum and average degree of all

vertices, and 𝑐𝑚𝑎𝑥 , 𝑐𝑎𝑣𝑔 as the maximum and average cardinality

of all hyperedges, respectively.

Settings. Our algorithms are implemented in C++ and com-

piled using the GNU GCC 11.3.0 compiler. The experiments are

performed on a machine equipped with an AMD Ryzen Thread-

ripper PRO 5995WX processor, featuring 64 cores running at 2.7

GHz, and 256 GB of memory. The operating system is Ubuntu

22.04.1 LTS.

Baseline Models. To demonstrate the precision of (𝑘, 𝑠)-
HCore in searching hypergraph communities, we compare it

with several common hypergraph cohesive community models.

• 𝑘-hypercore [42]: each vertex is contained in at least 𝑘 hyper-

edges.

• 𝑁𝑏𝑟 -𝑘-core [5]: each vertex has at least 𝑘 neighbors.

• 𝐶𝑜𝐶𝑜𝑟𝑒 [44]: each vertex is in at least 𝑘 hyperedges and has ℎ

neighbors.

Experiment Evaluation. To demonstrate the advantages of

our model and algorithm, we conduct the following experiments:

• Model Evaluation: We evaluate the (𝑘, 𝑠)-HCore model by

assess the hyperedge core number distribution to verify model

robustness, compare overlapness with traditional models to

demonstrate improved cohesiveness, analyze the maximum 𝑘

value compared to vertex-centricmodels to highlight the ability

to capture higher-order interactions, conduct case studies to

showcases the practical applicability and flexibility of the (𝑘, 𝑠)-
HCore model in diverse real-world scenarios, and test the

effectiveness of the query results produced by the model.

• Algorithm Evaluation: For the algorithm, we perform a

query efficiency evaluation to assess the efficiency of the OB-

BAB algorithm in comparison to the BAB method and evaluate

its scalability with increasing dataset size.

6.1 Hyperedge Core Number Distribution
We conduct a comprehensive analysis of the hyperedge core

numbers distribution of ten hypergraphs from six different do-

mains.We employ a heatmap to elucidate how various interaction

strengths impact the core decomposition outcomes. Figure 3 fea-

tures individual subplots that delineate the core distribution for

1
https://www.cs.cornell.edu/~arb/data/

each dataset independently, with the x-axis signifying varying

interaction strengths and the y-axis corresponding to hyperedge

core numbers. The color gradient represents the percentage of

hyperedges whose core numbers are less than or equal to the cor-

responding value on the y-axis. We set the interaction strength

ranging from 2 to 5 for the TaMS and TaAU datasets, and from

2 to 10 for the remaining datasets, to align with the limitations

imposed by hyperedge size.

Figure 3 demonstrates a noticeable negative correlation be-

tween the interaction strength and the maximum core number of

the hypergraph. As the interaction strength increases, the maxi-

mum core number decreases. This empirical finding aligns with

our expectations, as a higher interaction strength restricts the

number of hyperedges that can satisfy the interaction require-

ments. A significant proportion of hyperedges fail to meet these

strength parameters, resulting in a decrease in the maximum core

number of hypergraphs. By adjusting the interaction strength,

we can effectively control the structure of communities within

the hypergraph. Figure 3 shows that in the NDCC and NDCS

datasets, lower interaction strengths encourage the formation

of cohesive communities with larger core numbers. Meanwhile,

in the CoMH and CoDB datasets, higher interaction strengths

facilitate the identification of more cohesive communities within

large-scale hypergraphs.

6.2 Comparison of Overlapness
We evaluate the overlapness metric to gain insights into the

density of interconnections within sub-hypergraphs of the hy-

pergraph. The overlapness of a sub-hypergraph 𝐻 = (𝑉𝐻 , 𝐸𝐻 ) is
calculated using the formula:

𝑂𝑣𝑒𝑟𝑙𝑎𝑝𝑛𝑒𝑠𝑠 (𝐻 ) =
∑
𝑒∈𝐸𝐻 |𝑒 |
|𝑉𝐻 |

.

This metric measures the average number of hyperedges incident

on each vertex within the sub-hypergraph, providing a quantita-

tive assessment of how densely interconnected the hyperedges

are. A higher overlapness value indicates a more densely inter-

connected subgraph, suggesting a tighter and more cohesive

structure. Since 𝑘-core only has 𝑘 , we do not analyze the changes

in 𝑠 for k-core. For 𝐶𝑜𝐶𝑜𝑟𝑒 , we use the 𝑠 value as the ℎ value to

maintain consistency in the results.

Figure 4 presents the overlapness metrics of sub-hypergraphs

using different cohesivemodes ((𝑘, 𝑠)-HCore,𝑘-core, and𝐶𝑜𝐶𝑜𝑟𝑒).
The results show that with the increase of 𝑘 and 𝑠 , the overlap-

ness of (𝑘, 𝑠)-HCore significantly increases, indicating that this

method can identify more tightly and densely connected com-

munities. In comparison, the overlapness of the 𝑘-core method

is relatively low, and its increase is slower with the core num-

ber. 𝐶𝑜𝐶𝑜𝑟𝑒’s performance falls between the other two methods.

These results suggest that the (𝑘, 𝑠)-HCore model has an advan-

tage in identifying cohesive communities and functional groups

within hypergraphs.

6.3 Comparison of Maximum k Value
In this section, we conduct a comparative analysis of different

cohesive subgraph models, evaluating their performance on var-

ious datasets in terms of the maximum 𝑘 value, as depicted in

Figure 5. An increase in the maximum 𝑘 value indicates a model’s

enhanced capability to detect a greater number of cohesive sub-

graphs. The 𝑠 parameter of the (𝑘, 𝑠)-HCore model significantly

impacts the results: with 𝑠 set to 2, the (𝑘, 2)-HCore model con-

sistently achieves high 𝑘 values across all datasets, proving its
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Figure 3: Cumulative percentage of hyperedge core numbers for 8 hypergraphs from 4 different fields.
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Figure 4: The (𝑘, 𝑠)-HCore model over baseline vertex-centric cohesive subgraph models in terms of overlapness.

effectiveness in identifying cohesive subgraphs with numerous

vertices. When 𝑠 is increased to 5, there is a noticeable decrease in

the maximum 𝑘 value for the (𝑘, 5)-HCore model. However, this

trend reflects the imposition of more stringent constraints, each

hyperedge must be at least 5 in length, and must intersect with

other hyperedges by at least 5 vertices. Despite these constraints,

the (𝑘, 𝑠)-HCore model can identify more cohesive subgraphs,

especially evident on the TaMS and TaAU datasets.

Thus, we ascertain that the (𝑘, 𝑠)-HCore model, in comparison

to traditional vertex-centricmodels, exhibits potential advantages

in mining large-scale cohesive sub-hypergraphs with significant

intersection density.
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Figure 5: The (𝑘, 𝑠)-HCore model over baseline vertex-
centric cohesive subgraph models in terms of maximum 𝑘

value.

6.4 Query Efficiency Evaluation
Figure 6 presents query efficiency across multiple datasets as the

𝑘 and 𝑠 parameters. The figure compares the BAB (traditional

algorithm) with OBBAB (our algorithm), analyzing their perfor-

mance in terms of query time under various 𝑘 and 𝑠 value settings.

It is important to note that the query points are randomly se-

lected for each dataset, ensuring a diverse and representative

evaluation of both algorithms’ query performance.

In Figure 6(a), with 𝑠 set to 5, it is observed that as the hyper-

edge core number 𝑘 increases, the query time for both algorithms

tends to decrease. Meanwhile, the query times for the OBBAB

algorithm are consistently lower across all datasets compared

to the BAB algorithm, especially at larger values of 𝑘 , indicat-

ing a more pronounced efficiency advantage of the optimized

algorithm in processing large-scale cohesive subgraph queries.

Furthermore, in Figure 6(b), with 𝑘 set to 50, an increase in the

interaction strength 𝑠 results in decreased query times. Contrary

to the trend with 𝑘 , the rise in 𝑠 values decreases the search space

due to the introduction of stricter interaction constraints, leading

to improved query efficiency. The OBBAB algorithm demon-

strates lower query times across all 𝑠 values when compared to

the BAB algorithm, further confirming the significant enhance-

ment in query efficiency achieved by the optimized algorithm.

In summary, the experimental results distinctly demonstrate

the significant optimization of the OBBAB algorithm in query

time compared to the BAB algorithm, whether with increasing 𝑘

values or 𝑠 values. These findings underscore the critical role of

algorithm optimization in enhancing the efficiency of detecting

cohesive subgraphs within complex networks, particularly when

dealing with large-scale network data.

6.5 Ablation Study
This subsection utilizes ablation analysis to evaluate the impact

of three optimization strategies (lower bound pruning, candidate

set pruning, and branching strategy) on algorithm performance.

We compared the traditional algorithm (BAB), individual opti-

mization strategies, and the fully optimized algorithm (OBBAB)

in terms of query efficiency across multiple datasets, using the

same vertex, 𝑘 , and 𝑠 parameters. Each experiment was repeated

100 times, and the average results were reported. The findings

in Figure 7 indicate that the traditional algorithm exhibits con-

sistently higher query times, while individual optimizations im-

prove performance to varying degrees depending on the dataset

characteristics. The OBBAB algorithm, which integrates all three

optimizations, consistently achieves the best query efficiency

across all datasets, demonstrating performance improvements
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by orders of magnitude over the traditional algorithm. This high-

lights the effectiveness of the optimizations and the superiority

of OBBAB.

6.6 Query Algorithm Scalability
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In this scalability experiment, we apply the existing synthetic

hypergraph model [4] to create datasets with vertex sizes of 2
15
,

2
17
, 2

19
, 2

21
, and 2

23
. For each subset, we conduct 100 repeated

queries on a set of vertices with 𝑘 values of 5, 198, and 458 and 𝑠

value of 4, measuring the average time required for each query.

The experiment compares the performance of the BAB algorithm

with the OBBAB algorithm. Figure 8 shows that the time com-

plexity of the BAB algorithm increases exponentially with the

size of the dataset, whereas the OBBAB algorithm demonstrates

an approximately linear relationship. Specifically, the BAB algo-

rithm’s query time increases exponentially as the dataset size

increases, indicating poor scalability for larger datasets. In con-

trast, the OBBAB algorithm shows a near-linear increase in query

time with the size of the dataset, demonstrating better scalability.

These results suggest that the OBBAB algorithm is significantly

more efficient and scalable for large hypergraph datasets.

6.7 Query Effectiveness Evaluation
To demonstrate the efficacy of our (𝑘, 𝑠)-HCore model in CS, we

compare the communities discovered by this model with those

discovered by the baseline model. To this end, we select eight

datasets, and set 𝑠 = 5 in (𝑘, 𝑠)-HCore configuration. Using the
same vertices by selected randomly, we separately return the

minimum communities with the maximum 𝑘 values obtained

by the two above models: To assess the quality of the returned

communities, we utilize two community quality metrics.
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• Community Density: This parameter is a crucial metric for

evaluating cohesion within a community. Typically, an excel-

lent community should demonstrate a strong degree of internal

linkage. An increase in density value signifies more intense

connections within the community. This density is computed

by the following formula:

𝐷𝑒𝑛𝑠𝑖𝑡𝑦 =
|{𝑒 |𝑒 ∈ 𝑆}|
|{𝑣 |𝑣 ∈ 𝑆}| .

• Number of Triples (vertex set): This parameter primarily

measures the frequency of interaction within the community.

An ideal community is characterized by rich internal inter-

actions, which are reflected in a large number of vertex sets.

The greater the number of triples (three vertices, vertex set)

appearing in more than two hyperedges within a community,

the higher the interaction frequency of that community. The

number of triples is computed by the following formula:

𝑁𝑇 = |{(𝑣0, 𝑣1, 𝑣2) | |{𝑒 ∈ 𝑆 | (𝑣0, 𝑣1, 𝑣2) ⊆ 𝑒}| ≥ 2}|.

In the evaluation shown in Figure 9, the (𝑘, ℎ)-HCore model

clearly exhibits superior performance in both density and number

of triples metrics. Regarding density, the (𝑘, ℎ)-HCore model out-

performs the other algorithms in most cases, particularly when

compared with the 𝑘-hypercore and 𝑁𝑏𝑟 -𝑘-core. Similarly, for

the number of triples, (𝑘, ℎ)-HCore also shows an advantage, and

even though the𝐶𝑜𝐶𝑜𝑟𝑒 model demonstrates similar higher num-

bers of triples in NDCC, the overall trend still indicates that the

(𝑘, ℎ)-HCore model is capable of maintaining high numbers of

triples while also sustaining high density. This indicates that the

(𝑘, ℎ)-model algorithm offers a more optimized query effective-

ness in these two aspects, especially when dealing with complex

network queries that require consideration of both structural

density and the quantity of connections.

6.8 Case and Applications Studies
We apply three case studies and applications related to (𝑘, 𝑠)-
HCore. The community search demonstrates the differences

between the communities identified by our algorithm and those

identified by other algorithms. Influence Spreading and hyper-
graph classification highlight the advantages of our (𝑘, 𝑠)-core
over other types of cohesive subgraphs.

(1) Community Search: We employ the CoMH dataset, specifi-

cally dedicated to historical publications, and set an interaction

strength parameter 𝑠 = 4 with A. Chaniotis as the query vertex

to conduct a minimal CS. The results reveal a cohesive com-

munity comprising A. Chaniotis, R.S. Stroud, R.A. Tybout, and

T. Corsten, forming a (106, 4)-HCore community. In contrast,

traditional vertex-centric models (𝑘-core) of community cohe-

sive can only identify a 65-core community, primarily due to

Table 2: Case study of community property using different
cohesive modes.

(𝑘, 𝑠)-HCore 𝑘-core 𝐶𝑜𝐶𝑜𝑟𝑒

E 182 276 254

V 28 39 31

Overlapness 35.2876 18.6325 23.156
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Figure 10: Evaluation of influence spreading for vertices
in (𝑘, 𝑠)-HCores.

interference from unrelated vertices. We measure the proper-

ties of the minimal sub-hypergraphs with A. Chaniotis as the

query vertex through (𝑘, 𝑠)-HCore (𝑠 = 4), 𝑘-core, and 𝐶𝑜𝐶𝑜𝑟𝑒
searches, as presented in Table 2. The results show that the (𝑘, 4)-
HCore method performed best in eliminating irrelevant vertices

and identifying cohesive and relevant communities, whereas

the 𝑘-core method is more susceptible to interference, resulting

in lower cohesion and relevance. The 𝐶𝑜𝐶𝑜𝑟𝑒 method’s perfor-

mance fails between the two. A deeper analysis shows that these

four scholars appeared together in 106 hyperedges, collaborat-

ing on a substantial volume of historical literature. According

to Google searches, they significantly contribute to the Supple-

mentum Epigraphicum Graecum (SEG), enriching its content

and deepening the academic community’s understanding of an-

cient Greek and Roman societies. This experiment demonstrates

the (𝑘, 𝑠)-HCore model’s efficacy in focusing on core vertices,

eliminating irrelevant vertex interference, and identifying more

cohesive and relevant communities, highlighting its significance

and applicability in academic research and other fields requiring

precise community detection.

(2) Influence Spreading: To evaluate the vertex centrality of

(𝑘, 𝑠)-HCore, we utilized the SIR diffusion model described in

[5, 30]. In our experiments, we randomly selected 10, 20, and 30

vertices as the initial infection sources. These vertices spread the

infection to their adjacent vertices with a probability of 0.1 at

each step. The diffusion process continued until no new vertices

were infected. Existingmethods for influence spreading often rely

on vertex-centric measures, such as degree centrality or PageR-

ank, which fail to capture higher-order group interactions within

hypergraphs. These methods typically overlook the cohesive

structures formed by hyperedges and the influence of their over-

lap, leading to suboptimal identification of influential vertices in

hypergraph settings. In contrast, Figure 10 shows the results of

selecting seed vertices in the (𝑘, 𝑠)-HCores of NDCS to measure

the number of infected vertices. We conducted 50 repetitions for

each setting to ensure reliability. The results for the (𝑘, 5)-HCore
indicate that the average number of infected vertices increases as

𝑘 increases. This phenomenon occurs because high 𝑘 allows for

the selection of more influential vertices. We also conducted ex-

periments with the (20, 𝑠)-HCore, where the number of infected

vertices increases with the number of seed vertices but decreases
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as 𝑠 increases within the (𝑘, 𝑠)-HCores. This trend occurs because
hyperedges smaller than 𝑠 are excluded from the core, reducing

volume density and vertex influence. Consequently, vertices in

(𝑘, 𝑠)-HCores with high 𝑘 and low 𝑠 exhibit greater influence.

(3) Hypergraph Classification: Hypergraphs from the same

domain often exhibit similar characteristics in their overall hierar-

chical structure, such as the distribution of (𝑘, 𝑠)-HCores and the
range of 𝑠 values. Traditional hypergraph classification methods

usually focus on pairwise relationships or simple node features,

failing to capture the rich, higher-order structures unique to

hypergraphs. These approaches are often unable to effectively

differentiate datasets with similar pairwise properties but distinct

hyperedge-level interactions. Our experimental results validate

the effectiveness of (𝑘, 𝑠)-HCore distributions in hypergraph

classification. In Figure 3, we show the core distribution of all

datasets under the same (𝑘, 𝑠)-core constraints. Notably, the core
distributions of datasets from the same domain are highly similar.

Additionally, the 𝑠 value distributions of datasets from the same

domain exhibit significant consistency. This observed similar-

ity can serve as an effective preprocessing step in hypergraph

classification tasks, providing insights into the unique structural

patterns of hypergraphs that existing methods fail to exploit.

7 CONCLUSION
In this paper, we address the problem of community search in

hypergraphs. Existing community models are predominantly

vertex-centric, which suffer from the arbitrariness of hyperedge

sizes and fail to capture adequately the intersection strength

among hyperedges. To address these limitations, we propose a

novel (𝑘, 𝑠)-HCore model based on hyperedge interactions, ef-

fectively mitigating the issues of hyperedge size arbitrariness

and providing a robust measure of intersection strength. Build-

ing on this model, we propose the HCMCS approach, aimed at

identifying the minimal community within a hypergraph that

meets the (𝑘, 𝑠)-HCore constraint. Given the NP-hard nature of

this problem, we develop a branch-and-bound algorithm, termed

BAB, and further enhance its computational efficiency through

three distinct optimization strategies, resulting in the optimized

OBBAB algorithm. We conduct empirical evaluations across var-

ious different datasets and parameter configurations. The results

demonstrate the advantages of our proposed algorithms in both

efficiency and effectiveness. Additionally, we prove the superi-

ority of (𝑘, 𝑠)-HCore over traditional cohesive sub-hypergraph
models from two key indicators: density and the number of triples.

Furthermore, we demonstrate the benefits of our approach in

diverse applications, such as community search, influence spread-

ing, and hypergraph classification.

Future research will focus on developing more suitable cohe-

sive sub-hypergraph models for hypergraph analysis and explor-

ing more practical strategies and methods.
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