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ABSTRACT

Traditional community search identi�es subgraphs as important

because they maximise structural properties like cohesion or size.

However, many real-world graphs additionally describe vertices

withmultiple properties. For thesemulti-attributed networks, one

can instead maximise the vertex properties subject to a subgraph

cohesion threshold, thereby �nding high-quality teams composed

of strong individuals per characteristics of user-de�ned relevance.

This work makes three complementary but orthogonal ad-

vances. First, it introduces a novel group skyline model that can

compare social teams that have di�erent sizes and di�erent mem-

ber specialisations. Second, it generalises algorithms for listing

small cliques to quasi-cliques using a cousins-�rst search strategy

that improves asymptotic complexity. Finally, we illustrate a pre-

viously unknown challenge that arises from composing selection,

grouping, and skyline operators. This informs our integration of

our subgraph listing method within a robust multicore skyline

framework. Compared to the state-of-the-art—which can only

handle cliques—and our semaphore-based parallelisation of it, we

demonstrate up to a 47.9× improvement with our more general

algorithm when using a single core and 950.9× with 48 cores.

1 INTRODUCTION

Recently, there has been a lot of interest in identifying com-

munities in graphs that are maximal in terms of their vertex

attributes [1, 20, 26, 28–30, 46, 49, 50]. Compared to traditional

community search, which focuses only on structural properties,

considering the attributes on vertices as well opens up a lot

of new applications, such as comparing potential teams based

on quantitative metrics rather than just on their social cohe-

sion [28, 29, 49]. However, despite this wide research interest, a

number of serious challenges remain: a) modelling group “domi-

nance” can bias against diversity and require �xed team sizes; b)

listing small teams in large networks requires arti�cially high co-

hesion thresholds; c) the e�ects of composing selection, grouping,

and skyline operators are not well understood; and d) scaling up

skyline community search misses opportunities for parallelism.

Modelling challenge The �rst challenge is simply how to

compare groups in social networks where everyone is described

by multiple attributes. The example in Figure 1 embeds a graph

with six vertices into 2d space based on their vertex attributes: the

nodes represent, say, employees in a company who should form

pods for a project; the edges represent some notion of a�nity,

such as having worked together before; and the spatial axes

plot each employee’s pro�ciency in relevant skills, say, C# and

NodeJS. How could we tell which groups are likely to be the most

successful, considering both raw skill and team cohesion?
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Size-3 0-plex dominated in Min model [29]

Size-3 0-plex returned by models [29, 49]

Representative point for circle community

Representative point for diamond community

Figure 1: Illustration of community search in multi-

attributed networks. The vertices of a toy graph are plotted

in the plane. Vertices represent employees, spatial coordi-

nates represent, say, skill level in C# and NodeJS, and edges

between vertices represent prior collaboration. A :-plex

team is one in which nobody has more than : new team-

mates and we want to �nd the “most skilled” such teams.

Zhang et al. [49] use the notion of group dominance [33] from

the skyline literature. (We call this model Permute). In this model,

a group is better than another group if one can construct some

one-to-one mapping between them such that each member of

the better group is paired with a distinct member of the domi-

nated group who is equal or weaker on every attribute. Aside

from being expensive to compute and a very high threshold to

declare that one group is superior, this model is constrained to

comparing groups of a preset size. This fundamentally limits

which graph communities can be compared and therefore also

which structural cohesion thresholds can be applied.

Li et al. [29] address this by instead applying amin-aggregation

across the group independently to each attribute, thereby casting

groups of arbitrary size into points of a �xed dimension. They

can then be compared with a standard max-skyline operator.

(We call this model Min). However, this “worst-case analysis”

penalises diversity: if two people have di�erent, complementary

skills, the Min model evaluates the partnership according to the

skill that each person does not have and ignores the strengths that
they bring. Such a partnership would be represented by a weak

aggregate point close to the origin, even though the partnership

has excellent complementarity. The model favours groups of

mediocrity in which nobody is especially bad at anything.

This work relaxes group dominance to allow a member of

one group to “dominate” many others in another group. If the

group dominance of [33] can be viewed as ensuring that you

cannot replace every member of a group with a better choice,

we propose that a group is not dominated if it has somebody
who is irreplaceable. This model captures the strengths of both

earlier models—an ability to compare any two arbitrary groups

without sacri�cing diversity. We also introduce a novel strategy

of composing �ne-grained models to elicit speci�c traits.

In Figure 1, we try to �nd the best 3-cliques. TheMinmodel [29]

prefers the clearly worse red group because the green one has a

C# developer who is unskilled in NodeJS and vice versa. Mean-

while, our proposed model and the Permutemodel [33] return the

better green group, but the Permute model only works because

we know in advance that the team size should be exactly three.
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We compare the model properties more thoroughly in Sec-

tion 2. Later, in Section 5, we demonstrate with a case study on

a real multi-attributed coauthorship network that our proposed

model can retrieve the most intuitive, variable-size co-author

clusters, while Min misses obvious powerhouse research clusters

and Permute has low selectivity and cannot adapt to this scenario

in which one of the top groups has more researchers than the

other top group.

Listing small teams The second challenge arises when an ap-

plication calls for small teams, the number of which can explode

combinatorially.
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The plot to the right pre-

views Figure 6b from our ex-

periments using the Amazon

dataset, a real graph with more

than 3 million edges. It com-

pares our model’s output size

(the dashed line) to the num-

ber of �ve-member teams (the

solid line) as the cohesion

threshold, : , is relaxed (i.e., in-

creased). With tens to hundreds of millions of communities to

inspect, just listing them requires a very e�cient algorithm.

Zhang et al. [49] partially resolve this by only permitting

teams that are cliques (: = 0 in the plot above). One can then

use the clique listing algorithm of Danisch et al. [13]. However,

requiring teams to be cliques limits this discovery problem to

already-connected people; it does not promote new collabora-

tions. The restrictiveness of this is illustrated in our case study

on coauthorship networks (Section 6), where only one research

cluster returned is a clique. We want to relax the clique constraint

while still being able to list candidate communities e�ciently.

A natural choice is to identify :-plex teams of size 6. Those

are close to 6-cliques, except that each member is not connected

to up to : others [41] (the G-axis in the plot above). For example,

in Figure 1, the two 3-cliques are also 0-plexes of size 6 = 3. Also,

the green employees and the two upper red employees in Figure 1

form a 2-plex of size 5: everyone has already worked successfully

with at least half of the other team members before. Although

it substantially increases the search space, we prefer to consider

such teams as well.

Earlier community search problems, e.g., [11, 32, 42, 47], iden-

tify maximal communities and can be discovered e�ciently with

branch-and-bound style techniques [10, 12, 34, 52], which are

adopted by Li et al. [29]. However, they are not optimised for

small teams. Our algorithm is based on a counter-intuitive itera-

tion strategy that focuses �rst on vertices that are not neighbours,
leading to a better asymptotic worst case time complexity in the

bulk synchronous parallel (BSP) model of computation. This fur-

thermore facilitates multi-threading.

Scalability challenge The third major challenge is that calcu-

lating skylines over exponentially many small communities is too

expensive. Naively listing all :-plexes and then comparing them

to each other is impractical. As already noted in the plot above,

there are half a dozen orders of magnitude di�erence between

the number of candidate teams and those that should be output.

Prior algorithms can take hours on relatively small datasets,

which makes this problem unsuitable to interactive contexts.

This problem is exacerbated by the fact that naively applying

heuristics used in group skyline computation do not immediately

work for graphs, where there are constraints on which nodes

can form acceptable groups, as we will show in Section 4. In fact,

this unrecognised challenge would be true in any context where

group skyline computation is composed with selection.

To improve performance, we interleave skyline calculation

into our e�cient, parallel :-plex listing algorithm, using the

synchronisation ideas from Chester et al. [7] and graph-speci�c

ordering techniques that are robust to the theoretical challenges

just noted.

Run sequentially on large

datasets, our proposed algo-

rithm, PSKPlex, achieves speedups

up to 47.9× over our own op-

timisations to the state-of-the-

art baseline [49], and up to

950.9× when running in par-

allel on 48 cores. On many

problem instances, the baseline

runs in several hours while our

multi-threaded version runs in

a minute or two.

Contributions and outline In this work, we make three

orthogonal contributions to improve community search on multi-

attributed networks. Namely, we introduce:

• A General model of group dominance that can be used

to compare any two communities of any size without

penalising collaborations among specialists (Section 2).

• A novel method to list �xed-sized connected :-plexes

based on a counter-intuitive cousins-�rst-search strategy,

demonstrating an asymptotic improvement in BSP (Sec-

tion 3).

• A counter-example to show how existing group skyline

algorithms can fail when composed with selection predi-

cates. Moreover, the �rst algorithm to list skyline :-plexes,

which achieves up to 950.9× speedup against our paralleli-
sation and optimisation to the state-of-the-art for cliques

(Section 4).

2 PROBLEM MODELLING & BACKGROUND

2.1 De�ning teams

We assume a simple, undirected, graph, � = (+ , �), where + is

the set of vertices and � is the set of edges, with vertex-labelling

function ! : + → R3 . When 3 > 1, we call this a multi-attributed
network, because there is more than one attribute assigned to

each vertex. Figure 2 illustrates an example with the graph con-

nectivity, �, rendered independently from the vertex labels, !. As

described soon, the vertex labels can originate from any domain

over which a partial order can be constructed, but our examples

will generally consider them to be measurements of quality.

The goal is to �nd the best teams (a.k.a., sub-communities)

within a multi-attributed network. A subset of vertices+ ′ ⊆ + is

a team if the subgraph induced on them, �+ ′ = (+ ′, �′, !), �′ =
{4 = (D, E) : 4 ∈ � ∧ {D, E} ⊆ + ′}, meets a prede�ned cohesion

threshold that is speci�ed in terms of the subgraph structure. In

many cases, and throughout this paper, this is de�ned in terms

of the degree of each node E , XE , though one could incorporate

other notions of cohesion.

Zhang et al. [49] search for the best cliqueswhose size is a small,

user-speci�ed constant, 6. In other words, teams are subgraphs

for which |+ ′ | = 6 and ∀E ∈ + ′, XE = 6 − 1. The clique constraint
is too restrictive for most applications; so, quasi-cliques relax
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(a) Simple, undirected graph,� = (+ , � ) (b) Vertex-labelling function, !

Figure 2: An example multi-attributed network, � = (+ , �, !)

how many edges must exist for a graph to be considered “clique-

like.” We focus on a natural generalisation, called a :-plex [41], in

which each vertex of the quasi-clique can lack up to : edges. Note

that our graphs are simple: i.e., self-loops are not permitted and

not counted as potential connections. Thus, a clique is a 0-plex.

De�nition 2.1 (:-plex [41]). A :-plex is a graph � = (+ , �) in
which ∀E ∈ + , XE ≥ |+ | − : − 1.

Following most research on maximal :-plexes, we exploit the

property that if 6 ≥ 2: + 1, then every :-plex is connected [41].

Intuitively, a :-plex with disjoint components is not really a

“team.” By assuming in this work that 6 ≥ 2: + 1, we thereby
assume that each vertex is linked to at least half of the others.

In Figure 2, the teams {?2, ?3, ?4} and {?2, ?3, ?4, ?5} are 0-

plexes of size 3 and 4, respectively (i.e., a 3-clique and a 4-clique).

The teams {?1, ?3, ?4, ?5} and {?6, ?7, ?8, ?9} are 1-plexes with
6 = 4 and the team {?1, ?2, ?3, ?4, ?5} is a 2-plex with 6 = 5. The

0- and 1-plexes are also 2-plexes. We want the ability to compare

all of these teams, rather than restricting ourselves to cliques

with �xed size 6,1 leading us to the new model described below.

2.2 Comparing teams

To compare cohesive teams, we use the vertex labels, as in [26,

29, 30, 49, 50]. If the labels are non-numeric, we assume they

have been mapped to an ordinal domain (i.e., partitioned into

equivalence classes). For example, conferences can be mapped

onto the set {0,1,2} based on whether they are low-, medium-,

or high-impact; and the CVs of job applicants can be mapped

to a discrete multi-point scale for each criterion based on how

competitive they are. For cardinal attributes, like paper citations,

a mapping is not required.

It is easy to decide whether a vertex is better than another

w.r.t. a single attribute. However, comparing teams with multiple

members and multiple attributes is not straightforward. This

di�culty is compounded if any of the attributes are not cardinal

and therefore cannot be meaningfully ranked by linear functions.

In such scenarios, it is natural to search the pareto frontier, i.e.,

use the skyline operator, brie�y reviewed below. This addresses

the multi-variate and ordinal domain challenges, but it is not clear

how to compare entire teams, especially those with di�erent sizes.

To recall, the skyline is the set of non-dominated points.

De�nition 2.2 (Point Dominance [2, 24]). Given two points that

are not coincident, D and E , in R3 , where D8 denotes the value of
the 8’th attribute of D, we say D dominates E , denoted by D � E ,
i� D8 ≥ E8 for all 8 ∈ [1, 3], i.e., there is no attribute on which E is

better.

1
For the algorithmic development later, we will assume a �xed size 6 to facilitate

e�cient listing on large graphs, but we want a model that is not constrained in this

way and that can be used in the �exible way that we demonstrate in our case study.

In the cases that all attributes are total orders (called distinct
value condition) or the input points are a set, the distinctness

check (that D ≠ E) is not required [7]. While Zhang et al. [49]

implicitly make this assumption, repeated values and coincident

points in our case study compel us to handle the general case,

which will introduce more challenges to our algorithms later.

Thus, we also use D � E to denote that either D dominates E or

they are coincident.

De�nition 2.3 (Skyline [2]). Given a multiset of points % , the

skyline multiset of % is ( . (%) = {D : D ∈ % ∧ �E ∈ %, E � D}.

Example 2.4. In Figure 2, ( . (%) = {?7}. Every other point

is dominated by ?7 as it is not coincident to ?7 and has neither a

larger G-value nor ~-value.

If we construct % ′ by mirroring % about the line ~ = −G , say
by subtracting every attribute value from 100, then ( . (% ′) =
{?1, ?6}. Every other point is dominated by ?1, ?6, or both.

Considering teams, it is not obvious how to generalise these

de�nitions from multisets of points to multi-attributed graphs.

We recap existing de�nitions for general groups of points. The

�rst model, Permute, applies dominance recursively.

De�nition 2.5. (Group-based skyline [33]) For groups� and� ′

of6 points inR3 , we say that� dominates� ′, denoted� �Permute
� ′, i� there exists a permutation �̂ =

〈
�̂ [1], . . . , �̂ [6]

〉
of� such

that:

6∧
8=1

�̂ [8] �Permute �
′ [8] and

6∨
8=1

�̂ [8] ≠ � ′ [8] .

Stated simply, points D in G and points E in G’ are mapped

one-to-one such that D � E ; also, distinctness must be checked.

The model clearly requires groups to be the same size. Moreover,

it has been criticised by Zhu et al. [53] for being prohibitively

unselective.

Example 2.6. In Figure 2, {?2, ?3, ?4, ?5} � {?1, ?2, ?3, ?4}.We

can construct a one-to-one mapping from elements of the �rst

group onto elements of the second group

{(?2, ?2), (?3, ?3), (?4, ?4), (?5, ?1)}. For all pairs,

the left element is either coincident to or dominates the

right element; moreover, the last pair is not coincident.

Neither group can be compared to {?2, ?3, ?4} nor
{?1, ?2, ?3, ?4, ?5}.

p2

p3

p4

p5 p4

p3

p2

p1

An alternative approach is to aggregate each attribute inde-

pendently, then apply De�nition 2.3 to the aggregate points.

De�nition 2.7 (Skyline Groups [22, 25]). Consider two groups

� and � ′ of points in R3 and function 5 : R3 → R. Let � [8] be
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Model Ordinal VariableSize Diverse Complexity

Avg [22, 25] Ø Ø $ (36)
Permute [49] Ø Ø $ ((√6 + 3)62) [49]

Min [29] Ø Ø $ (36)
General Ø Ø Ø $ (362)

Table 1: Comparison of group dominance models by key properties and asymptotic complexity

the 8’th point in the group and � [8] 9 be the 9 ’th attribute of that

point. We say that � dominates � ′ denoted � �58 � ′, i�:(
5
|� |
8=1

� [8]1, . . . , 5 |� |
8=1

� [8]3
)
�58

(
5
|� ′ |
8=1

� ′ [8]1, . . . , 5 |�
′ |

8=1
� ′ [8]3

)
.

Any functions 58 : R3 → R can presumably be used. We

di�erentiate Avg and Min as distinct models, particularly since

Min has been used for community discovery in multi-attributed

networks [29] and has di�erent trade-o�s that we compare soon.

Example 2.8. In Figure 2, group {?2, ?4, ?5} � {?6, ?7, ?8, ?9}
under Min. Each group is mapped to its worst value in each

dimension; so, we have (3, 30) � (3, 10). The excellent point ?7
does not make any contribution to the second group’s score.

Under Avg, these groups are instead mapped to (14/3, 120/3)
and (19/4, 190/4); thus, the dominance relationship is inverted.

The �rst group is discarded by just 1/12, however, which is a

margin that is smaller than the granularity of the domain of the

G attribute.

None of these models particularly suit comparing teams in

social networks. So, we introduce General, which relaxes Permute
from a one-to-one mapping to a one-to-many mapping.

De�nition 2.9 (Team dominance). For groups � and � ′ in R3 ,
� ≠ � ′, we say that � dominates � ′, denoted � �General � ′, i�:

∀E ∈ � ′ \�, ∃D ∈ � \� ′, D � E .
The multiset di�erence operator gracefully handles coincident

points by removing them in pairs from comparison. Like the prior

de�nitions, this relation is transitive, asymmetric, and irre�exive.

Example 2.10. In Figure 2, group {?1, ?3, ?4, ?5} � {?3, ?4, ?5}

p1

p3

p4

p5 p5

p4

p3

under the General model. After removing common el-

ements, the second group is empty. The model nat-

urally selects the �rst group. As another example,

60 = {?6, ?8, ?9} and 61 = {?1, ?2, ?3, ?4, ?5} are in-

comparable: no member of the �rst group is better on

the G-axis than ?5 and vice versa with respect to the

~-axis and ?8. However, by expanding 60 with ?7, we

see that 60 ∪ {?7} � 61.

2.3 Comparison of models

Here we compare the models in terms of three properties that

are desirable for comparing teams in multi-attributed networks.

• OrdinalMany graphs contain categorical attributes that

are di�cult to map onto cardinal values. Even numeric

attributes like price or rating might be better compared

in terms of equivalence classes than precise arithmetic as

many users are equally satis�ed with a 4.7- and a 4.8-rated

hotel. Only Avg cannot support this data type e�ectively.
• VariableSize For comparability to earlier work [49], we

focus algorithmically on �xed-size :-plexes. However, a

strong model should support a spectrum of de�nitions of

cohesion, such as comparing di�erent maximal :-plexes.

Only Permute cannot support variable team sizes.

• Diverse Constructing diverse teams means bringing to-

gether people with di�erent strengths. A strong model

should not be systematically biased against groups whose

team members have specialised skills. Only Min excludes
teams based on each member’s weakest skill, irrespective of
how well it is compensated by the rest of the team.

As Table 1 summarises, only General provides all of these
properties. Finally, we note that the aggregation models are the

fastest to evaluate. While Permute and General have compara-

ble worst-case complexities, the latter is a simple, vectorisable

nested loop whereas the former requires setting up and solving

a bipartite matching.

In Section 6, we perform a larger-scale comparison on a real

coauthorship network. Li et al. [25] also compare Min and Avg
on NBA and stock analysis datasets, though neither of these is

graph-based and Permute and General are not included in that

comparison.

2.3.1 Blending Models. Observe that three of the models have

complementary characteristics that one can blend to create cus-

tom, ensemble-like models. Avg favours teams with a high aver-

age pro�ciency; Min favours teams with high minimum quality;

and General favours teams with at least one high-performer.

One can compose these models to target those characteristics.

For example, by requiring that a group � is not dominated by

another group� ′ on either Avg or General, one constructs a more

selective output in which groups have average high pro�ciency

and at least one high-performer. On the other hand, by requiring

that a group � is dominated by both Min and General, one less
selectively constructs groups with high performers and/or mini-

mum qualities. Permute does not blend well because it already

returns huge supersets of what Avg and General return.

2.4 Team discovery problem statement

We can now state the succinct formal problem de�nition for the

algorithms in this paper. We want to �nd :-plexes of (small) size

6 that lie on the pareto frontier with respect to team dominance.

Problem De�nition. Given graph� = (+ , �), !, integers : and

6, 6 ≥ 2: + 1, output the non-dominated :-plex teams of size 6:

%:,6 (�) = {+ ′ ⊆ + : |+ ′ | = 6 ∧min

�+ ′
X (E) ≥ 6 − : − 1}

( . (�,:, 6) = {% ∈ %:,6 (�) | �% ′ ∈ %:,6 (�), % ′ � %}.

Example 2.11. In Figure 2, the size-4 1-plexes are %1,4 (�) =
{{?1, ?3, ?4, ?5}, {?1, ?2, ?3, ?5}, {?2, ?3, ?4, ?5}, {?6, ?7, ?8, ?9}}.
As the last one dominates others, ( . (�, 1, 4) = {{?6, ?7, ?8, ?9}}.

3 PARALLEL LISTING OF SMALL :-PLEXES

Listing small :-plexes is a challenging, NP-hard, combinatorial

problem. If the input is the complete graph, the size of each :-plex

is �xed to 6, and = = |+ |, then there are =C6 :-plexes, though we

expect far fewer in sparse graphs, especially as 6 grows.
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Great progress has been made on listing maximal :-plexes [4,

5, 10], but simply halting recursion early in those algorithms is

naive. Listing small 6-cliques can be done quite e�ciently [13],

but such algorithms rely on the property that every vertex in

a clique is a neighbour of every other vertex. This is the pre-

cise property relaxed by quasi-cliques and so is not available

algorithmically.

We give a novel algorithm, ListKPlexes (Algorithm 1), based

on a counter-intuitive cousins-�rst iteration strategy to reduce

asymptotic complexity and an iterative :-core repeeling heuristic.

3.1 Degeneracy-ordered, cousins-�rst search

Before presenting our algorithm, we �rst recount some well-

known results on clique and quasi-clique listing:

(1) The diameter of a :-plex is ≤ 2 if 6 ≥ 2: + 1 [41].
(2) If all edges in undirected graph � are oriented from the

lower to the higher degeneracy vertex (one in the :-core

for higher :), then the maximum out-degree, Δ, of the
oriented graph is equal to the degeneracy, V , of � [9].

Usually, V << Δ [17].

(3) Listing 6-cliques can be done in $ (6<V6−2 +<) time by

recursively expanding cliques and repeatedly intersecting

the neighbour lists of all vertices during that expansion.

The bound comes from the degeneracy ordering [13].

The following obvious but useful corollaries follow from (1):

Corollary 3.1. For a :-plex % of size 6, if 6 ≥ 2: + 1, then
all vertices E ∈ % have at most : cousins in % ; moreover, they are
incident to any vertex D ∈ % for which D is not a cousin.

Corollary 3.2. Given �xed size 6, every :-plex % is a subset of
the 2-hop neighbourhood of every vertex E ∈ % if 6 ≥ 2: + 1.

Using Corollary 3.2 is not as immediately helpful as it may

seem: even with degeneracy ordering, the 2-hop neighbourhood

of a vertex is bounded only bymin(= − 1,ΔV), not V2 as one may

hope. This is because one cannot obtain the 2-hop neighbourhood

just by following outgoing edges. Instead, maximal :-plex listing

algorithmswill keep track of potentially connected vertices. Thus,

halting a maximal :-plex algorithm like that of Conte et al [10] at

recursion depth 6 − 2 explores $ (<Δ6−2V6−2) combinations. It

also costs$ (6 logΔ) to con�rm that each combination is actually

a :-plex. This is much worse than the complexity in result (3)

above for cliques where one need never visit in-neighbours.

However, we can use Corollaries 3.1–3.2 to make this problem

more “clique-like.” If we expand groups with up to : cousins �rst,

then we know that the remaining vertices in the :-plex must

be neighbours of E , and we can thereafter only follow oriented

out-edges with a maximum degree of V . This reduces the search

space from ΔV to V for each slot and overall by a multiplicative

factor of $ (Δ6−:−1).
Cousins-�rst search is counter-intuitive, because in :-clique

listing, one iterates over neighbours in order to constrain search

early. But in fact, the principle is the same. If one begins by

obviously �ltering to a 2-hop neighbourhood, then expanding a

:-plex with a neighbour does not add any constraints, because

we cannot intersect the neighbour lists and we already knew the

cousins. Expanding with a cousin, however, constrains search

space by reducing the number of additional cousins that can be

added. Thus, it reduces the search space faster.

Given the fact that it is the number of cousins that are limited

in a :-plex, the cousins-�rst search optimises for small groups by

Algorithm 1 ListKPlexes(� = (+ , �), : , 6)
Precondition: nodes ordered by ↑ coreness
Precondition: neighbour lists � [8] ordered by ↓ node id

1: + ← CoreDecomp(G, 6 − : − 1) ⊲ Save bucket queue state

2: for E ∈ + in order do

3: �, # ← cousins (or [] if :-clique), neighbours of E

4: if |� | + |# | ≥ 6 then
5: PrefixKPlexes([E], [0],� + #, �, :, 6)
6: + ← CoreDecomp(� ′ = (+ \ {E}, �), 6 − : − 1)
7: function PrefixKPlexes(�,",+ , �, :, 6)

8: for E ∈ + in order do

9: # ← � ∩ � [E] ⊲ Neighbours of E in group �

10: if |� | − |# | ≤ : then

11: if |� | + 1 = 6 then emit � + [E]; continue
12: + ′, " ′ ← Trim(� \ #,+ , �, :)
13: if |� | + |+ ′ | + 1 ≥ 6 then
14: PrefixKPlexes(� + [E], " ′,+ ′, �, :, 6)
15: function Trim(",+ , �, :)

16: for E ∈ copy(+ ) do ⊲ Preserve iterator validity

17: Increment missed connections count for E in"

18: if M[v] = : then + ← + ∩ � [E]
return + ,"

reducing the search space as early in the recursion as possible,

since any :-plex-discovery algorithm must search cousins.

3.2 Listing k-plexes e�ciently

Algorithm 1 integrates cousins-�rst search with the iterative :-

core repeeling heuristic introduced independently in [18] and

[4, 5].
2
We �rst shrink � to the (6-:-1)-core and save the state

of the bucket queue BQ for reuse (Line 1). Then, for each vertex

E ∈ + in ascending coreness (Line 2), we recursively enumerate :-

plexes in which E is the vertex with lowest id, i.e., lowest coreness

(Lines 3–5). Finally, peeling resumes by removing E from BQ and

decrementing the degrees of its neighbours.

The search for :-plexes involving E �rst reduces the input to

the remaining 2-hop neighbourhood of E in the (6-:-1)-core, then

performs cousins-�rst search. Consequently, we search at most

$ (=Δ:V6−:−1) combinations, leading to the complexity below.

Theorem 3.3. With degeneracy-oriented edges and 6 ≥ 2: + 1,
%:,6 (�) can be computed in $ (=6Δ:+1V6−1 +<) time.

Proof. For each of the = vertices in + , there are $ (Δ:V6−1)
combinations of vertices that involve at most : cousins. For each

of these combinations, there is $ (6Δ + 62 + (6 − : − 1)Δ + 6)
work for intersecting sorted lists of groups and non-oriented

neighbours on Lines 9 and 12, for intersecting sorted lists of

active vertex lists and non-oriented neighbours until the :-plex

constraint ensures no other vertices can miss : connections on

Line 18, and emitting a :-plex on Line 11. Thus, the main term is

$ (=6Δ:+1V6−1).
Orienting the edges by coreness requires $ (< + =) time for

peeling and relabelling. By saving the bucket queue state for

peeling the max (6-:-1)-core, we have a total cost of $ (<) to
shrink the graph over all iterations. With lazy updates to remove

2
This heuristic observes that all :-plexes are contained within the (6-:-1)-core of

graph� . One can immediately reduce the input graph� to its (6-:-1)-core before

listing :-plexes. Furthermore, one can save the bucket queue state of the peeling

algorithm and resume the peeling from that state after each iteration of the listing

algorithm. See any of those references or our source code for details.
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vertices and reverse sorted neighbour lists, we can remove edges

on Line 6 by popping them from the back of a vector when

their source vertex has just been processed. These operations

contribute $ (<) cost.
All :-plexes are listed because Line 6 only removes vertices

that are not part of the maximum (6-:-1)-core or for which we

have already listed any :-cores that include them per the sort

order on Line 2. No :-plexes are listed twice because every call to

function Pre�xKCores has a unique pre�x per Lines 5 and 14. �

When : = 0, Algorithm 1 reduces to the $ (6<V6−2 +<) 6-
clique listing algorithm of Danisch et al. [13], except it also rapidly

shrinks the input graph with iterative :-core repeeling. The al-

gorithm exposes coarse-grained parallelism, described next.

3.3 Bulk synchronous parallelisation

We expose coarse-grained parallelism at Line 2 of Algorithm 1,

as described in the code snippet below. D < E denotes that D

precedes E in the (degeneracy) order that a sequential algorithm

visits them:

Code Snippet 1: Parallelisation Strategy

for each batch V' of V in order do
for each vertex v in V' in parallel do

process v (Lines 3-5), ignoring all u < v
# thread barrier
V CoreDecomp( G' = ( V \ V' ), E ), g - k - 1)
# thread barrier

Each vertex is a parallel task and the PrefixKPlexes kernel

is entirely thread-local. The processing order within a batch is

preserved logically (rather than physically) with the check that

any vertex D processed in task E is ignored if D < E . Lemma 3.4

below implies that the batch pruning of the input graph to an

ever smaller (6-:-1)-core is equivalent to having peeled it one-at-

a-time, as in [4, 5].

Lemma 3.4. Let D, E be vertices in a graph � and let � \ {E}
be shorthand for inducing a subgraph of � on + \ {E}. Then, the
following are all the same graph: (a) the :-core of � \ {D, E}; (b)
the :-core of � \ {D}, where � is the :-core of � \ {E}; and (c) the
:-core of � \ {E}, where � is the :-core of � \ {D}.

Proof. Assume that there exists an order for removing these

vertices in which the degree of some vertex that would have been

peeled never falls below : . Then the standard peeling algorithm

produces a smaller :-core than this new order, contradicting the

algorithm’s correctness.

Assume that these exists an order for removing a vertex 8 with

degree X8 prematurely from the :-core solution. Then it must

have ≥ X8 − : links outside the :-core and < : links to ver-

tices therein, again contradicting the correctness of the standard

peeling algorithm. �

The barrier synchronisation is helpful, because the work per

task is increased (non-asymptotically) relative to single-core exe-

cution. Namely, the (6-:-1)-core is only repeeled once per batch

rather than once per vertex. On the other hand, parallel :-core

decomposition algorithms [14, 16, 23, 35, 36] can be used. As

these algorithms can struggle to expose su�cient task paral-

lelism, batch repeeling could accelerate them signi�cantly. This

produces the following result:

Theorem 3.5. With ? processors, Algorithm 1 lists all size-6
:-plexes in $ ( =?6Δ

:+1V6−1 +<) bulk synchronous parallel time.

Proof. The algorithm requires =/? supersteps (batches), each

performing no more work asymptotically than does the �rst

vertex during sequential execution. Communication between

processors and the cost of synchronisation is limited to updates

to the (6-:-1)-core, of which there can be at most< across all

supersteps. �

4 PARALLEL LISTING OF SKYLINE :-PLEXES

In this section, we study how to rapidly discover the best :-plex
teams of size 6 ≥ 2: + 1 under team dominance (De�nition 2.9).

A straight-forward solution would be to invoke Algorithm 1

to identify all size-6 :-plexes, then run a skyline algorithm over

that result. However, this involves materialising a very large

intermediate result that, per our experiment results in Figure 6b,

can be many orders of magnitude larger than the �nal result.

Moreover, the skyline operator is very expensive, super-linear in

the input size. Thus, we must push the skyline operator into the

listing algorithm.

4.1 Challenges blending skyline & :-plex

listing

To blend skyline computation into our :-plex listing algorithm,

we �rst recount some key, useful, prior results on skyline com-

putation.

(1) As naive skyline computation is quadratic, one should �rst

sort all points by a monotonic criterion (e.g., !1 norm) so

that the best points are encountered early and quickly

dominate most other points which are compared to them

�rst [8].

(2) For the group-based skyline, skyline layers (de�ned below)

are an e�ective monotonic sort criterion [33].

(3) The order in (1) can be maintained and exploited by par-

allel algorithms if they process points in batches [7, 39],

even for group-based skylines [54].

(4) If some skyline group’s Min representative point is better

than the Max representative point of an entire skyline

layer, that skyline layer can be skipped completely [49].

However, we note a few challenges and incongruences. First,

re: result (1), ListKPlexes already de�nes an iteration order based

on degeneracy. As this is orthogonal to vertex labels, it clearly is

not monotonic with respect to skyline dominance. We can still

iterate points in a newly de�ned order, but the (6-:-1)-core may

not shrink as quickly and parallel task workload may not be as

well balanced.

Second, result (2) does not apply to graphs unless one assumes

that labels are distinct. We prove this below by counter-example.

Example 4.1. Consider extracting skyline :-plexes from the

p0 p1

p2

p3

P
r
e
f
e
r
r
e
d

graph to the left with : = 0 and 6 = 2, i.e., edges.

?0 and ?1 are coincident, but distinct points rep-

resented by the same shape. Vertices are ordered

vertically by equivalence class (speci�cally, “sky-

line layer”) such that ?0, ?1 � ?2 � ?3. Observe
that group 612 = {?1, ?2} � 603 = {?0, ?3} under
both Permute and General. Yet, there is nothing
at all to di�erentiate ?0 from ?1 that could de�ne

a per-vertex sort that ensures 603 is encountered
prior to612. This challenge is unique to the graph setting in which
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(a) Processing p7: Line 11 is hit and one

candidate is generated (line 12). No other

group exists to dominate this group.

(b) Processing p4: Line 11 is hit and two

candidates are generated (line 13). Both

are discarded as they are dominated by

the previously-generated group.

(c) Processing p5: Line 4 is hit. + is the

only candidate left. It is dominated by the

existing group and discarded. The algo-

rithm terminates after this iteration.

Figure 3: Illustration of Example 4.3 showing node processing (of dataset shown in Figure 2) in algorithm 2 to list :-Plexes

and identify skyline ones. The green and red colors indicate new groups and dominated candidates respectively.

Algorithm 2 PSKPlex(� = (+ , �, !), : , 6)
Precondition: nodes ordered by ↑ skyline layer, ↓ labels
Precondition: neighbour lists � [8] ordered by ↓ node id

1: S ← {}, terminate← false

2: + ←MaxKCore((+ , �), 6-:-1) ⊲ Save bucket queue state

3: while not terminate do

4: if |+ | = 6 and �( ∈ S , ( � + then add + to S
5: if |+ | ≤ 6 then return S
6: assign �rst C nodes in + , D1, . . . , DC , to C threads

7: if ∃ ( ∈ S such that (+ ≺ !−
8
(!8 layer for DC ) then

8: terminate← true; break

9: // begin thread-local parallel region, 8 ∈ [1, C]
10: # ← � [D8 ] and if not :-clique also 2hops(+ ,D8 )
11: if |# | ≥ 6 − 1 then
12: if |# | = 6 − 1 then �8 ← # ∪ {D8 }
13: else �8 ← Pre�xKPlexes([D8 ], [0], # , �, :, 6)
14: �8 ← {% ∈ �8 : �( ∈ S , ( � %}
15: // synchronisation step

16: �′
8
← {% ∈ �8 : ∀� 9<8 , �( ∈ � 9 , ( � %}

17: // end of parallel region

18: Append each �′
8
to S in order

19: + ←MaxKCore(� ′ = (+ [C :], �), 6-:-1)
20: return postprocess(S )

601 = {?0, ?1} is not a :-plex; for group-based skyline queries

without selection predicates (as in [33, 54]) group 601 � 612 and
601 � 603.

4.2 The PSKPlex Algorithm

The broad structure of our algorithm, described in Algorithm 2,

is to blend our batch-parallel algorithm for :-plex listing with a

batch-parallel algorithm for listing skyline groups [54]. In addi-

tion to techniques used in listing (Algorithm 1), we apply prior

result (4) to terminate early (Lines 7–8) and compare :-plexes

to those previously discovered to be skyline teams (Lines 13, 16,

and 18).

The main challenge is to identify an e�ective access order that

ensures correctness. To start, we recall the approach of result (2):

De�nition 4.2 (Sky Layers [33]). Given points % in R3 , the
�rst skyline layer is the skyline, !0 = ( . (%). The 8’th skyline

layer is the skyline of all points not in the �rst 8 − 1 layers:

!8 = ( . (%\
⋃8−1

9=0 !9 ).

Clearly a group6with a vertex in layer !8 cannot be dominated

under Permute or General by a group 6′ whose vertices are all in
layers !>8 . While, accessing points in descending skyline order

�nds strong groups fast, it is not monotonic per Example 4.1.

We do not believe that a monotonic order for groups can

be de�ned over single vertices when the existence of groups is

determined by team cohesion thresholds. Instead, we generate

a quasi-monotonic order in which potential false positives are

adjacent in the solution. In Example 4.1, we want {?0, ?3} and
{?1, ?2} to be adjacent in the output, irrespective of how large

the graph may be.

For this, we sort points �rst by skyline layer, then with a full

sort on their labels. Note that the skyline layer is determined by

the labels; so, all coincident points (such as ?0 and ?1) will be

adjacent. We then orient edges per this ordering. For all false

positives, the smallest vertex is coincident to the smallest vertex

of the group that dominates it. All groups beginning with coinci-

dent vertices will be adjacent in the output and are thus easy to

locate.

We conclude with an example to illustrate Algorithm 2.

Example 4.3. We use Algorithm 2 to �nd skyline 1-plexes of

size 4 with one thread, using the input from Figure 2. Figure 3

illustrates the steps. Initially, the (6-:-1)-core, �2, has all nodes

as the minimum degree in � is two. We iterate according to the

skyline layers in Figure 2.

First (a), ?7 is accessed and 60 = {?6, ?7, ?8, ?9} is generated
from its 2-hop neighbourhood. This group is not discarded, as no

group exists to dominate it. Next, ?7 is removed from�2, popping

it o� the back of the neighbour lists of its neighbours. The peeling

of �2 is restarted. The degrees of ?6, ?8, and ?9 all fall below 2;

so, they are lazily removed from �2. Next (b), ?4 is accessed

and two groups are generated from its 2-hop neighbourhood:

61 = {?1, ?2, ?4, ?5} and 62 = {?1, ?3, ?4, ?5}. They are compared

to 60 and discarded as 60 �61 and 60 �62. Point ?4 is removed

from �2. Peeling restarts, but is immediately paused again since

X2, X3, X5 ≥ 2. Now (c), �2 includes only 4 nodes, the group 63 =

{?1, ?2, ?3?5}. It is discarded because 60 � 63. The algorithm

terminates, as no new group can be generated.

5 EMPIRICAL VALIDATION

5.1 Baseline Adaptation

We evaluate the computational performance of PSKPlex (Algo-

rithm 2) relative to Baseline, an improvement to the state-of-the-

artskyline 6-clique algorithm of Zhang et al. [49]. However, [49]
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Algorithm 3 Baseline (a streamlined, parallelised version of

[49])

Input: skyline layers of graph � = (+ , �, !), size 6
Output: set of skyline 6-cliques

1: S ← ∅ ⊲ Initialise empty skyline

2: semaphore← 0

3: for all layers ! do

4: if ∃ ( ∈ S such that (− � !+ then return S
5: for all node D ∈ ! in parallel do

6: if |Δ(D) | ≥ 6 − 1 then
7: " ← induced subgraph on Δ(D)
8: cliques_with_u← �;8@D4B (",6 − 1, {D})
9: wait until semaphore = u

10: for all � ∈ cliques_with_u in order do

11: if ∃ ( ∈ S∪ cliques_with_u, Dom(S, C) then

12: remove � from cliques_with_u

13: else

14: S ← S ∪ �

15: memory fence

16: wait until semaphore = u

17: semaphore← semaphore + 1

18: return postprocess(S )

19: function Dom(�′,�)
20: if �′− � �+ then return true

21: return �′ � �

has been designed instead for the Permute dominance model

of [33], cannot handle :-plexes, assumes non-coincident points,

and lacks parallelism. We adapt it in Algorithm 3 to be more

competitive in this evaluation, though it still inherently cannot

support :-plexes.

Following the notation of [49], Δ(D) denotes the neighbours
of node D that have not been visited earlier in the algorithm.

Method Cliques on line 8 retrieves all cliques of a certain size

from a given graph with the method of Danisch et al. [13]. The

Dom method (Lines 19-21) performs dominance tests per [49],

excluding pruning rules that are not constructive in the General
dominance model.

Dominance checking in Permute is expensive and [49] is heav-
ily optimised to reduce those tests. Their work improves the

complexity of dominance tests (c.f., Table 1), but it still involves

setting up and solving a maximum bipartite matching problem.

By contrast, Avg and Min traverse elements in groups linearly

to compute representatives and General involves a short and

simple quadratic loop to compare the 6 elements of each group.

So, the original algorithm of [49] introduces optimisations to

avoid dominance checks. For example, they store the aggregate

maximum and minimum of each group in an R-tree to permit

early termination of dominance tests (Line 15). These are not

very e�ective (we observe them to fail more than 99% of the time),

but we keep them because their overhead is minimal. Baseline

also stores the aggregate maximum of each skyline layer which

can help terminate the algorithm early on Line 4.

Other optimisations in [49] introduce overhead. For example,

on Line 6, they calculate maximal cliques on each iteration. This

only pays o� when using expensive Permute dominance tests;

we streamline it with a fast-to-compute induced subgraph. We

use the same order and postprocessing as Algorithm 2 so that

Baseline can handle coincident points. We observe Baseline

to execute faster than reported in [49], demonstrating a good

Dataset |+ | = = |� | =< X0E6 Δ Density

Eucore (EU) 986 16064 33 345 .033047

WikiVote (WV) 7115 100762 18 1065 .003981

Enron (EN) 36692 183831 10 1383 .000273

DBLP (DB) 317,080 1,049,866 7 344 .000021

Amazon (AM) 735,323 3,523,472 10 1,077 .000013

YouTube (YT) 1,134,890 2,987,624 5 28,754 .000005

WikiTalk (WT) 2,394,385 4,659,565 4 100,029 .000002

CitPatent (CP) 3,774,768 16,517,947 9 793 .000002

LiveJournal (LJ) 4,846,609 42,851,237 18 20,333 .000004

Table 2: Statistics of datasets used in Section 5

balance between including and excluding optimisations for the

General model.

For parallelisation, we introduce a counting semaphore to en-

sure that a thread cannot enter the critical region involving the

shared, mutable global solution, S , until S has been updated

with the results of all preceding nodes. (This is required for cor-

rectness.) The cost of this critical region is low relative to clique

listing, because, as the following experiments will show, |S | is
typically small.

5.2 Experiment Setup

Datasets and parameters We use nine real datasets from

SNAP
3
that are commonly used for evaluating community search

algorithms and that range in size from< = 16K edges (EU) to< =

42M edges (LJ) and density from d =2E-6 (CP) to d =3.3E-2 (EU).

For each graph, we replace directed edges with de-duplicated,

undirected edges and delete self-loops. Table 2 shows describes

their properties. YT is the largest dataset in the experiments of

[49].

We generate 3-dimensional vertex labels in [0,100) with corre-

lated, independent, and anticorrelated distributions per [2]. Ex-

periments vary the number of vertex attributes (3 = 2 as default);

the correlation between attribute values (attribute distribution,

indep as default); the community size (6 = 3 as default); cohesive-

ness (: = 0 as default) and concurrency (C = 48 as default). As

preprocessing is common between Baseline and PSKPlex, we

measure time from the moment the graph edges are re-oriented

until the �nal set of skyline communities is returned as arrays of

vertex ids.

Environment Experiments are conducted on a cloud that

provisions 2× Intel Platinum 8160F Skylake@ 2.1GHz and 2× Intel
Platinum 8260 Cascade Lake @ 2.4GHz whole nodes with 187GB

RAM and running CentOS 7. All algorithms are implemented in

C++; OpenMP is used for multithreading. If the application is out

of memory or it cannot �nish in 12 hours, then processing time

is reported as INF (numerically 42000 seconds in the plots).

The source code for this work is available at https://github.

com/parisaes/skyline-kplex.

5.3 Comparisons to State-of-the-Art (Cliques)

In these initial experiments, we set : = 0 (i.e., search for skyline6-

cliques rather than :-plexes) to enable comparisons to Baseline.

Group Size (6) To begin, Figure 4 studies how team (or clique)

size a�ects the algorithms on all datasets. On the small, dense

3
http://snap.stanford.edu/
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Figure 4: Group size e�ect (varying 6 on G-axis)

datasets, the di�erence between PSKPlex and Baseline is min-

imal; except, of course, that PSKPlex can handle more general

cases. Both algorithms complete within three minutes, irrespec-

tive of group size. Execution slows up to 6 = 9 as the search space

for groups expands combinatorially, before accelerating as fewer

combinations of vertices meet the clique cohesiveness threshold.

For the mid-size graphs (DB, AM, YT, WT), PSKPlex enjoys

a marked improvement of 1.5–3+ orders of magnitude, corre-

sponding to fewer hours of waiting, except when it runs out of

memory on WT at 6 ≥ 7. This is very impressive, considering

that Baseline is specialised only to this case of 6-cliques. On

large graphs (CP, LJ), we observe the same performance gap,

except that memory consumption catches up to PSKPlex sooner

on LJ.

We study parallelism in more depth in Section 5.4, but a few

points can be observed already. The baseline obtains a marginal

improvement from parallelism, but PSKPlex can see gains up to

44.1× on 48 cores as the graph grows (and becomes sparser), de-

spite having already been substantially faster on one thread. Also,

as 6 increases, single-threaded and parallel execution converge.

This is not related to listing cliques (which we show later im-

proves with increasing 6), but to the synchronisation needed for

skyline calculation as thread workload becomesmore imbalanced.

Still, even in the pathological case of6 = 12, multithreading o�ers

improvements.

Attribute Distribution Figures 4(j) and 4(k) vary the correla-

tion among the attributes as this is well known to a�ect skyline

performance [2].We use the AMdataset, where Baseline sees the

best parallel acceleration. Although anticorrelated distributions

are slower, we see the same broad-based trends: sequentially,

PSKPlex is at least 2.9× faster than Baseline, and multicore

parallelism increases that gap to at least 6.0×. Execution slows

to a peak 6 before accelerating again. There are zero cliques at

6 = 12, so PSKPlex terminates very quickly and does not need

multithreading. Our listing algorithm detects this case quickly,

thanks to iterative :-core repeeling, but Baseline cannot, leading

to the exaggerated 2026×.
Dimension (3) Figure 5 repeats the last remaining experiment

from [49], in which we vary 3 . As in all cases prior, we observe

an order of magnitude speedup for sequential PSKPlex relative

to Baseline, and up to an additional 40.6× from multi-threading.

As is usually the case with skylines, an increase in the number of

dimensions leads to an increase in the output size. As the number

of comparisons per group grows, the work per thread and also

the execution time go up as well. This a�ects PSKPlex at C = 48

more as it increases the time between synchronization barriers:

a slow thread takes proportionately longer than it would with
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Figure 5: Dimension e�ect on AM (varying 3 on G-axis)

Dataset PSKPlex Baseline

t=4 t=12 t=24 t=48 t=4 t=12 t=24 t=48

EU 1.33 2.22 2.5 1 1.21 1.46 1.29 1.46

WV 1.28 1.91 2.41 2.89 1.12 1.42 1.65 1.82

EN 1.67 2.3 2.85 1.47 1.18 1.41 1.81 1.86

DB 3.58 9.79 17.94 29.88 1.65 3.04 4.02 5.31

AM 3.78 11.1 21.63 40.61 2.24 5.03 7.44 10.64

YT 3.43 9.05 15.99 25.98 1.2 1.4 1.55 1.71

WT 3.26 8.02 12.75 18.62 1.03 0.93 0.97 1

CP 3.84 11.34 22.42 44.12 - - - -

LJ 3.49 9.35 16.3 26.55 - - - -

Table 3: Parallel speed-up relative to C = 1 (: = 0, 3 = 2,

6 = 3)

smaller 3 . The curves for C = 1 and C = 48 are thus converging in

the limit, though the gap to the baseline is maintained.

At 3 = 5, 1.8% of the :-plexes in the graph are skyline groups.

Thus, it is advisable to perform skyline queries on the projection

of the few most important attributes. Still with 48 cores, we

observe a speed-up of 5.6× over Baseline even for this more

severe case.

5.4 Expanded Analysis

The next experiments continue the scalability analysis, but with

respect to parameters that could not be studied in [49].

Parallel scalability (C ) Our parallelised PSKPlex makes a lot

of problem instances practical that otherwise would not be. Table

3 reports the ratio of running PSKPlex with 1 thread relative to

C threads for all datasets. On 48 cores, we achieve between 18.6×
(WT) and 44.1× (CP) parallel speed-up for mid- and large-size

graphs. In the case of LJ (the longest-running dataset at 48 cores),

our multithreading reduces time by 26.6× from 42 minutes on

one core to just 1.5 minutes.

This strong parallel scalability comes from how we expose

coarse-grained parallelism. As we progress through the list of

nodes, the processing time per iteration decreases somewhat

evenly as the iterative :-core repeeling dramatically shrinks the

input (c.f., Figure 8). Moreover, the repeeling could be done with

parallel :-core decomposition algorithms using all threads. This

contrasts to Baseline, which generally does not have a mecha-

nism to globally shrink the data. Instead, each thread indepen-

dently computes an induced subgraph, leading to large workload
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Figure 7: Cohesiveness (PSKPlex, 6 − : = 3, 3 = 2, C = 48).

imbalances, L2 cache pollution, and heavy contention on the

memory bus.

Clique relaxation (:) This work makes it possible to relax

cliques to :-plexes (: > 0) and thereby discover new types of

skyline communities. Figure 6 shows output sizes and Figure 7

shows PSKPlex execution times grouped by dataset for 0-, 1-,

and 2-plexes, respectively.

Naturally, increasing : requires more time, irrespective of

dataset. We expect this because all :-plexes are (:+1)-plexes; so,

the search space for skyline communities increasesmonotonically

with : . We expect a pronounced degradation from : = 0 to : = 1

as we can no longer simply intersect neighbour lists, i.e., when

the problem changes from �nding cliques to �nding :-plexes.

Interestingly, the impact of : is non-uniform. For example,

execution time for CP and AM is only ≈ 3× and ≈ 5× slower at
: = 1 than : = 0, respectively, whereas the time for DB increases

from 80ms to 12s. However, on CP, there is a big jump from

: = 1 to : = 2. Likely, these results relate to the size of the 2-hop

neighbourhoods of vertices. Datasets that ran out of memory at

: = 2 are not shown.

As : increases from : = 0 to : = 2, the number of candidate

:-plexes rises dramatically from about 10
7
to about 10

9
. However,

the result size is restricted to just 25 groups, even at : = 2. This

re�ects the better utility of the skyline operator on graphs relative

to arbitrary combinations of tuples.

Skyline overhead Table 4 reports execution time for PSKPlex

versus just ListKPlexes to determine the most expensive part of

the algorithm. We �rst observe that in both datasets, listing time

improves dramatically as 6 increases. The most interesting data

is with respect to YT where at 6 = 3, skylines are 10× faster than

just listing, but at 6 = 12, they are 3× slower. When PSKPlex
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YT CP

6 PSKPlex ListKPlexes PSKPlex ListKPlexes

3 107.219 1589.689 3550.084 30314.246

5 97.054 393.198 4995.834 2352.071

7 99.294 132.489 3102.361 823.511

9 113.828 56.369 1361.930 256.636

12 112.119 41.704 347.379 69.431

Table 4: Comparing skyline to listing all :-plexes (C = 1)
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Figure 8: Input size reduction due to iterative repeeling

is faster than ListKPlexes, it is clear that pushing the skyline

operator into the listing provides tremendous advantage over

generating tens of millions of :-plexes and then piping that to a

skyline algorithm.

Iterative :-core repeeling e�cacy Figure 8 evaluates the

rate at which iterative :-core repeeling shrinks the input graph

for di�erent group sizes. The~-axis shows the number of vertices

that have not yet been peeled as a function of the number of

iterations that have been completed. The dashed lines following

~ = |+ | − G illustrate the rate at which the graph size shrinks

just by processing vertices. The solid lines, by contrast, show the

additional e�ect of :-core repeeling. We see that, for example,

half the iterations on Youtube and one third of the iterations on

CitPatent are eliminated. Moreover, for any given iteration, the

input size is dramatically reduced.

Summary The proposed algorithm typically provides 1–2

orders of magnitude improvement over the state of the art and

then the multicore parallelism provides 20–40× improvement on

top of that. The major improvement comes in the :-plex listing,

where the parallelism is exposed and where the iterative :-core

repeeling can reduce half of the iterations of the algorithm.

6 CASE STUDY

In this experiment, we compare models on arnetminer [43].

Task Description We want to discover the top cohesive re-

search clusters based on prior publications. We label authors

by their paper counts at PVLDB and SIGMOD, dropping ver-

tices with all-zero vectors. Edges pair researchers who have co-

authored at least �ve papers together at any venue. This produces

a graph that contains 5856 vertices with 2d labels and 4474 undi-

rected, unlabelled edges.

Analysis Case study results are shown in Figure 10 for 6 = 6

researchers, a clique relaxation of : = 1, and preferring higher

H. Kriegel N. Mamoulis

M. Renz A. Zü�e

P. Kröge T. Emrich

H. Kriegel N. Mamoulis

M. Renz A. Zü�e

T. Bernecker T. Emrich

C. Schallhart T. Furche

G. Orsi A. Sellers

G. Gottlob G. Grasso

(G1) (G2) (G3)

D. Calvanese D. Lembo

R. Rosati A. Poggi

G. Giacomo M. Lenzerini

C. Kim N. Satish

P. Dubey A. Nguyen

J. Chhugani V. W. Lee

(G4) (G5)

Figure 9: 4-plexes of size 6 in arnetminer

G1: Kriegel+ (1) G2: Kriegel+ (2) G3: Gottlob+ G4: Calvanese+ G5: Dubey+

a) b) c) d)

e)

Model 6 = 6 6 ∈ [6, 7]
Min [29] G4,G5 G4,G5

Avg G1,G2 G1,G2

Permute [49]
G1,G2,G3,

N/A

G4,G5

General G1,G2,G3 G1∪G2,G3

f)

Figure 10: Case study contrasting dominance models for

1-plex co-author communities using arnetminer data with

VLDB and SIGMOD paper counts as measures of skill.

paper counts as a proxy for research skill. Avg, Min, Permute,
and General produce 9, 9, 12, and 10 skyline communities, re-

spectively. Seven 1-plexes are common to all models; the middle

column of subtable (f) reports how the models di�er with respect

to the other 1-plexes. Sub�gures (a)-(e) illustrate dominance re-

lationships to explain the results. All contain 6 = 6 (possibly

coincident) points. Figure 9 shows how researchers in groups are

connected.

Min andGeneral present the clearest contrast, as theMinmodel

excludes groups with members who have specialisations, since

it focuses only on representing group strength per individual

members’ weaknesses. Consider sub-�gure (a) which shows the

purple group (G1), selected by General, and the green group

(G4) selected by Min. The shaded gray area shows the region

dominated by purple points per the General model and it is clear

that this region contains all of G4. In contrast, the gray markers

show dominance in the Min model by aggregating entire groups

into the weakest value for each dimension. G1 has one member

with several VLDB papers but none at SIGMOD and another

member has several at SIGMOD but none at VLDB; therefore,

the entire group is dominated by G4, where everyone has a few

papers at both. Figures (b) and (c) are similar. The Min model
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excludes strong groups if some members specialise on axes. It

actively penalises diverse groups.

Avg has similarities to General but omits the orange group

(G3), illustrated in sub-�gure (d), though it contains the top SIG-

MOD researcher across all :-plex communities. The reductive

aggregation of the Avg model is unable to capture this type of

group. The Permute model, lacking much selectivity, returns the

union of all other models; sub-�gure (e) illustrates that the domi-

nance region of the orange group (G3) contains all members of

G4 and G5, as we had already seen for the purple group, G1, in

sub-�gure (a).

Variable Group Sizes Next, the right column of (f) investi-

gates how the models could perform if we could relax the con-

straint that 6 were �xed. As before, we search for 1-plexes, but

now 6 can vary from 6 = 6 to 6 = 7. We omit the Permute model

because it is limited to comparing groups of the same size and

thus cannot be used in this context. The Avg and Min models

return the same groups as before: for Avg model, adding more

points to strong groups typically lowers the average; for Min
model, additional points can only decrease the score of a group.

The General model, by contrast, reports G1 ∪ G2 as well as G3,

capturing larger co-authorship communities–if they exist–when

given a wider search space.

Summary This case study shows that we can �nd a small

number of dominant communities on real graphs. The previously

studied models have clear limitations:Min model penalises diver-

sity and Permute model requires �xed group sizes. By contrast,

our General model resolves both weaknesses and �nds commu-

nities missed by Avg model.

7 RELATEDWORK

Problem modelling The skyline operator [2] adapts the max

vector problem [24] for relational databases. Since this operator

is very expensive, selective operators, e.g., selection (f) [6, 31,

37, 38] and projection (c ) [44], or both [15] are often pushed

through.

Notably, Papadias et al. [38] compose the skyline and group

by (W ) operators, which they call group-by skyline. Thereafter,
Li et al. [25] and Im and Park [22] proposed skyline groups, in
which groups of tuples no longer represent an equivalence class.

In both cases, skyline occurs logically after grouping. Finally,

Liu et al. [33] introduce g-skylines to compare groups directly,

rather than aggregating them. This is a major shift, because it

does not integrate with W , as it requires groups to the same size,

and produces massive output [53]. None of these models were

designed with graph databases in mind. Table 1 and Figure 10

compare them extensively to our proposal.

Quasi-clique listing Listing all :-cliques can be done in par-

allel with $ (:<V:−2 +<) work [13] with degeneracy-oriented

edges by recursively expanding an 8-clique to an (8+1)-clique

from those vertices in the intersection of the neighbour lists of

all of the �rst 8 vertices. Pre-�ltering a graph to a maximal :-

clique [13] or :-core [48] can reduce search space, though the

former does not apply to quasi-cliques. [18] and [4, 5] proposed

a repeeling technique for listing :-plexes where the input graph

is �rst reduced to a :′-core including all potential :-plexes. The

state of the peeling algorithm is preserved allowing it to be re-

sumed after processing each node. [21] propose an index to �nd

the subgraph of graph � that contains the highest concentration

of cliques. [27] proposed orienting edges with a greedy colour-

ing instead of degeneracy and [45] introduced an edge-centric

branch-and-bound strategy. [48] accelerated set intersection for

:-clique listing with vectorisation.

Listing :-plexes is more di�cult because some vertices may

not be incident and thus intersecting neighbour lists will miss

results. [41] introduces the small-diameter property when 6 ≥
2: + 1, which [10] uses to constrain search for :-plexes to the 2-

hop neighbourhood of each vertex [10]. More recently, branching

techniques with heuristic pivots [52], branch-and-bound compu-

tations [12] and merging nodes [34] have brought time complex-

ity on scale-free graphs down to an “almost linear scalability”

with respect to =. These results are for discovering maximal :-

plexes, not listing :-plexes of a speci�c size, and so miss out on

optimisations provided by our corollaries that relate subgraph

size to the :-plex property.

Identifying skyline communities Li et al. [30] initiate this

line of work by studying the univariate case of which commu-

nities have the greatest “in�uence” using Min model. This was

extended by Zhou et al. [51] to heterogeneous information net-

works (HINs). Peng et al. [40] consider a top-k version. Later,

Li et al. extended this model to multi-attributed networks [29].

Zhang et al. [49] improved the dominance model to Permute,
but then focused on �xed-size :-cliques, because of the model’s

limitation. The special case of bipartite graphs with Min [50] has

been considered. Li et al. [26] compute skyline groups in road

networks based on coreness properties, but there are no attribute

values. For a survey of community search techniques, refer to the

survey by Fang et al. [19]. Our work is the �rst to generalise [49]

to the di�cult case of :-plexes.

8 CONCLUSION

In this work, we introduced a generalised model for comparing

attributed sub-communities in social networks and demonstrated

with a case study that it is more e�ective at assembling variable-

sized teams of specialists with diverse skills. We also introduced

an algorithm for listing �xed-size :-plex communities in a graph,

based on cousins-�rst search, and integrated it with team dom-

inance to produce the �rst algorithm that discovers dominant

quasi-cliques in large graphs. It is also up to 950.9× faster at

cliques than our parallelisation of the prior art.

There are plenty of opportunities to extend this work. We

applied our �exible model to �xed-size groups, but it could be

used for any types of communities. We listed (skyline) :-plexes

on large graphs on a multi-core machine, but one could adapt our

BSP algorithm to a distributed context to process larger graphs or

larger values of : . GPU acceleration has been successfully applied

to the skyline operator [3] and may be applicable to skyline

groups. Finally, one could explore the blending of dominance

models for greater individualisation of results. Code for this work

is available online: https://github.com/parisaes/skyline-kplex.
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