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ABSTRACT
Understanding and predicting database workload performance

on different hardware settings in the cloud is crucial for both

the users and providers in order to optimize resource allocation.

Recently, machine learning (ML) based techniques have been

applied to parts of the end-to-end three-step pipeline for work-

load prediction: feature selection, workload similarity, and per-

formance prediction. However, despite its practical importance,

there exists no principled analysis that studies the performance

of such pipelines. In this paper, we examine the state-of-the-art

strategies for these three components, with the goal of identify-

ing which techniques work best in practice. Our experimental

results reveal that while no universal solution exists for the pre-

diction pipeline, certain best practices can improve prediction

performance and reduce computation overhead. Based on our re-

sults, we outline important topics for future work that will benefit

ML-driven recommendation systems for resource allocation.

1 INTRODUCTION
Database workload

1
understanding and prediction in a cloud

computing environment is a complex task. Cloud users can spin

up hundreds of computing instances at a time, and execute work-

loads for various tasks from transaction systems over production

processes to analytical or ML based optimization systems. Under-

standing these deployed workloads offers several benefits. From

the provider’s perspective, being able to reason about and predict

a user’s workloads enables more efficient task scheduling and

resource allocation. From the user’s perspective, analyzing their

workload allows them to calculate the trade-off between the allo-

cated (and paid for) resources with expected performance implica-

tions. Prior work has studied the problem of recommending cloud

configurations [18, 50, 98, 99], workload runtime prediction given

past observations in a fixed configuration setting [38, 66, 96], and

auto-scaling mechanisms [60, 74]. However, to the best of our

knowledge, there exists an unmet need to systematically study

workload resource (scaling) prediction as part of an end-to-end
pipeline. More precisely, prior work has only studied parts of the

problem (such as query scaling, feature selection, task scheduling,

etc.) but has not examined the problem from a holistic point of

view. Our work closes this important gap in the literature by

examining how different approaches compare, and how they can

be utilized in practice effectively.

1
Throughout the paper, we will use workload to mean relational database workloads

(defined in Section 2).
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End-to-end workload prediction pipelines pose a non-trivial

challenge that can be decomposed into several parts, as outlined

by prior work on workload migration to new or different hard-

ware configurations [12]. Here, the authors focused on modeling

a user’s workload as a limited set of resource requirements, uti-

lizing features such as CPU and memory consumption but omit-

ting others such as query plan features, which are commonly

leveraged for query performance prediction [28, 73, 81, 101]. We

observe that in today’s cloud databases, extensive telemetry and

statistics make feature selection, independent of whether the fea-
tures stem from the queries themselves or the workload’s re-

sources, crucial for workload or query prediction [58, 101]. Here,

automatic feature selection is preferred over manual feature en-

gineering due to the high-dimensional nature of available fea-

tures. However, in practice, we observe that practitioners rely on

manual feature engineering rather than use automatic feature se-

lection techniques to maximize prediction performance [12, 28].

This is typically due to an insufficient number of training ob-

servations that accurately capture the behavior of a workload

and/or queries on a given hardware setup. To alleviate this prob-

lem, existing algorithms categorize types of workloads using

clustering [49, 62, 97] or time-series based approaches [53, 86],

focusing on modeling the behavior of workload types rather than

individual user workloads. This approach is also referred to as

workload similarity computation. If these techniques are deployed
effectively, workload prediction algorithms become more accu-

rate as they can utilize a larger pool of training data based on

the workload clusters instead of over-fitting models to a single

workload deployment. Moreover, prior work on individual query

performance prediction [32, 91, 94, 102] enables us to predict

how queries would behave across different hardware configu-

rations. In practice, these query-level prediction models work

well for analytical workloads, where the concurrent performance

is straightforward to model, but struggle with workloads with

transactional queries [75], where the interaction between con-

current workloads are more complex for query-level prediction

methods to model. Naturally, a workload-level method (i.e. a tech-

nique that considers the entire workload rather than each query

in isolation) is more likely to capture the complex interactions

and thus, lead to better predictions.

Example 1.1. A cloud customer wants to move their workload

to a new hardware configuration with more CPUs but they want

to maintain their service-level agreements, meaning that prior

to moving the workload, they want to check that the queries

will execute within a certain timeframe. To calculate the pre-

dicted runtime on the new hardware, the cloud provider lever-

ages the performance numbers of other workloads observed on

comparable cluster configurations. For this example, we exper-

imentally execute four standardized benchmarks provided by
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Figure 1: Distribution of absolute percentage error of 10
latency predictions, compared across using the entirework-
load versus using individual transaction types.

BenchBase [30]: TPC-C, TPC-H, YCSB, and Twitter. Suppose the

customer has a workload that consists of a mixture of six differ-

ent types of transactions from the YCSB workload and wants to

predict its scaling behavior. Figure 1 shows the prediction error

for query-level scaling prediction (using the prior work on indi-

vidual query performance prediction to prediction the latency

scaling behavior) as well as workload-level scaling prediction

(the consolidated latency prediction on the new hardware for the

entire user workload). We observe that, despite training the pre-

dictors on similar queries and workloads, per-query predictions

still result in significant errors, ranging from 4.75% to as high as

16.57%. In contrast, the prediction error using a workload-level

scaling technique is only 1.99%.

When comparing the runtime prediction of the workload-

level prediction to the aggregated (weighted) query-level, we

find that the workload-level approach is 5.6% more accurate.

While this may seem modest, cloud compute costs can account

for approximately 10% of a mid-sized company’s revenue [4], so

any reduction in compute costs directly improves profit margins.

Contributions. To the best of our knowledge, this is the first

experimental study that analyzes prediction pipelines for data-

base workloads. In this study, we first leverage classical feature

selection strategies to understand features that are optimal for

workload similarity computation. Second, we show how we can

enable workload similarity computation on different types of col-

lected workload-related data (one-off observations vs. temporal

data such as resource utilization) and how different algorithms

perform in this setting. Finally, we explore how we can model re-

source scaling behavior and how the choice of modeling context

as well as algorithm impacts the prediction performance. With

our extensive benchmarking and experimentation, we empirically

demonstrate that there is no one-size-fits-all kind of solution to

end-to-end prediction pipelines but that there are best practices

that we should adhere to in order to avoid certain pitfalls caused

by the choice and application of ML algorithms in this space.

2 PROBLEM DESCRIPTION
In this section, we present an overview of end-to-end database

workload prediction pipelines, the problems we want to analyze

in this paper, and explain the experimental evaluation setup that

we use for our analysis. A database workload is a sequence of

SQL statements (read-only queries and write queries) over a fixed

relational database schema. A transactional workload is a data-

base workload, that executes in real-time, and has a high ratio

of write queries (i.e. insert/update/delete) compared to read-only

queries. In contrast, analytical workloads are database workloads

that exclusively consist of read-only queries. Analytical workload

queries can be several orders of magnitude slower compared to

transactional workload queries. A mixed workload (also known

as hybrid or HTAP workloads) is a mixture of transactional and

Table 1: Workload overview for experimental evaluation.

#Tables #Columns #Indexes Txn Types %Read-Only
Txns

Workload
Type

TPC-C 9 92 1 5 8.0% Transactional

TPC-H 8 61 23 22 100.0% Analytical

Twitter 5 18 4 5 99.0% Analytical
2

YCSB 1 11 0 5 50.0% Mixed

TPC-DS 24 425 0 99 100.0% Analytical

𝑷𝑾 - - - 500+ Mostly Mixed

analytical workloads. It consists of both read-only and write

queries, but with a ratio of write to read-only queries that is

between transactional and analytical workloads. To understand

how we can achieve workload prediction, we first break down

the problem into three subproblems, aligned with the following

questions: (𝑖)Which workload characteristics identify a workload? ;
(𝑖𝑖) How can we compute workload similarity? ; and (𝑖𝑖𝑖) How can
we predict the performance of workloads on a different set of re-
sources? These questions correspond to the building blocks of a

typical end-to-end pipeline for workload predictions as shown

in Figure 2 and are executed as follows:

Feature Selection. As input to feature selection for a workload,

telemetry provides a stream of performance data points as well

as temporal observations on so-called features such as resource

utilization over time, or per-query optimizer statistics such as

estimated row counts or row size. In our experimental analysis,

we show that there are some features that are important across

workloads and some that are specific to a workload. This observa-

tion helps us to determine whether (and which) feature selection

mechanisms uniquely (and minimally) identify a workload.

Workload Similarity Computation. Workload similarity com-

putation then is the task of determining which workloads have

similar feature values and thus similar characteristics. For exam-

ple, we show that the resource utilization and query patterns ob-

served in transaction-heavy DBMS workloads are different than

for analytical workloads. This observation allows us to group

similar workloads and use clusters of workloads for downstream

prediction tasks alleviating one of the typical pain points in such

pipelines, i.e., a lack of training data per workload.

Workload Performance Prediction. As a final step in our

pipeline, we look at the problem of predicting performance for

a workload when it is executed on a different set of hardware.

In a cloud environment, efficient resource provisioning is cru-

cial for customer satisfaction but also for smart load balancing

on the provider’s side. In our experiments, we evaluate several

prediction algorithms and discuss which type of models can and

should be deployed in practice. Furthermore, given the in-depth

analysis of the other two components presented in this paper,

we show that a different feature space as well as adjustments

to the prediction techniques can enhance the precision of the

algorithms and avoid under-fitting of the prediction algorithms.

2.1 Experimental Setting
To evaluate the pipeline and the methods used in each compo-

nents, we use BenchBase [30, 40] to run templated standardized

benchmarks, monitor their runtime resource usage metrics, log

their query plans, and collect performance results.

Workload Overview. For our experimental evaluation, we de-

cided to focus on five standardized benchmarks: 1) TPC-C [88]

with a scale factor of 100, 2) TPC-H [90] with scale factor of 10,

2
Technically, Twitter is aMixed workload since 1% of the queries are write. However,

for all practical purposes, the read-only queries dominate the workload behavior

and thus, we categorize the workload as Analytical.
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Figure 2: Interaction between the 1) feature selection, 2) workload similarity, and 3) prediction components.

3)TPC-DS [69, 89]) with a scale factor of 1, 4) Twitter [15, 30]

with a scale factor 1600, and 5) YCSB [23] with a skew factor

0.99 and scale factor of 3200 using various hardware settings

and concurrency levels. Note that we chose the scale factors of

each workload so that the database sizes of all workloads are

roughly the same. We run all standardized workloads except TPC-

DS with 4, 8, and 32 concurrent terminals. Since TPC-H always

runs serially, this workloads runs effectively with 1 terminal for

all experiments. The benchmark details of these standardized

workloads are summarized in Table 1. Furthermore, we use the

execution plans of a production workload (𝑃𝑊 ) that contains

data from a decision support system used for querying telemetry

data to demonstrate similarity computation of workloads through

the use of a real-world example. Note that we only reveal partial

information about 𝑃𝑊 due to privacy concerns.

Execution Overview.We execute all of our workloads on a local

instance of SQL Server with 2, 4, 8 and, 16 CPUs and collect query

plan as well as runtime resource utilization features. An overview

of all collected features is given in Table 2. Each experiment runs

for one hour and during that time, resource utilization metrics

are captured every ten seconds. Each experiment configuration,

i.e., hardware configuration and number of terminals where it

applies, is executed three times. As a result, we collect raw data of

at least 360 observations of system resource utilization features

and three query plan observations of each query per workload.

For our prediction pipeline, we use systematic sampling to gen-

erate ten sub-experiments from one single experiment [14]. To

obtain the resource utilization metrics in each experiment, we

use the perf utility [1]. The perf command accesses the CPU

hardware registers and performance counters for each sample

and can take several hundred CPU cycles. Thus to minimize any

performance measurement overhead, we set the sampling rate

to one sample per second. The query plan statistics are collected

by setting the STATISTICS XML flag [2] on in SQL Server, a stan-

dard approach that is known to be low overhead for query plan

metric collection and used for diagnosing bottlenecks in query

execution [16, 39, 83].

3 RELATEDWORK
Predicting query performance for different hardware settings can

be viewed as part of the workload scaling prediction problem.

Yet, most query performance prediction methods are focused on

individual queries and are bounded to one fixed database set-

ting which makes predictions unsuitable for transfer to other

hardware settings [43]. Prior work predicts individual query per-

formance by creating a performance model that has hardware

configuration, query specific features, and concurrent query infer-

ence as input [32, 91, 94, 102], but they make strong assumptions

on the types of predicted workloads and support usually only

analytical ones. As shown in our introduction example, predict-

ing workloads themselves is more accurate instead of averaging

Table 2: Resource utilization and query plans features.
Resource Utilization Query Plan Statistics

CPU_UTILIZATION StatementEstRows CachedPlanSize
CPU_EFFECTIVE StatementSubTreeCost AvgRowSize
MEM_UTILIZATION CompileCPU CompileMemory
IOPS_TOTAL TableCardinality EstimateRows
READ_WRITE_RATIO SerialDesiredMemory EstimateIO
LOCK_REQ_ABS SerialRequiredMemory CompileTime
LOCK_WAIT_ABS MaxCompileMemory GrantedMemory

EstimateRebinds EstimateCPU
EstimateRewinds MaxUsedMemory
EstimatedPagesCached EstimatedRowsRead
EstimatedAvailableDegreeOfParallelism
EstimatedAvailableMemoryGrant

across queries. Several works [28, 73, 81, 101] have looked at

resource scaling as the database query workload changes dynam-

ically by using specific telemetry. The use of ML based techniques

(such as building decision trees over certain features) for resource

management [25, 42, 64] is also quite popular. We refer the reader

to [67] for an in-depth overview of feature selection algorithms

including the methods considered in our work.

Workload performance or resource usage prediction by study-

ing existing workload falls into two genres: single model pre-

diction [22, 76] or an ensemble of models [6, 19, 26, 54]. We

focus on single model(s) in our work to compare their effec-

tiveness in our problem setting. Prior work routinely uses re-

source time-series data to build the models, and selects models

based on a cost model [76], peak value [6], or time-series simi-

larity [22]. In our work, the choice of models is made based on

the objective of minimizing performance prediction error. Recent

work has further explored historical data and how model the

workload using CNNs [31], Markov Chain based model [27, 63],

LSTM [11, 22, 37, 52, 78, 85], Gated Recurrent Unit [41, 72], Au-

toregressive Integrated Moving Average [13], etc. However, the

effectiveness of these techniques, especially LSTM, remains ques-

tionable [21]. Therefore, in our experimental study, we inten-

tionally keep the pipeline simple and avoid complicated models

for estimation. Finally, database knob tuning using ML methods

is also a related well-researched topic [100]. It is related to our

pipeline optimization because it uses historical execution data

to estimate the workload performance on different hardware

configurations to find the best knob setting. This line of work

also utilizes a similar pipeline [95] to our work and its drawback

is that one needs to train a custom model for each workload.

Beyond ML, [33] describes an intriguing approach to predict-

ing migration costs, duration, and cloud costs of running RDBMS

by modeling a database and workload from prior logs to obtain

cost and duration estimates. Workload migration to optimize for

geographic shifts of load was considered in [80], who propose

Supercloud, an architecture for migrating VMs. VM consolida-

tion has also been studied in the context of IoT applications [68].

However, both of the works only consider VM consolidation to

minimize network latency and do not consider the impact of

co-locating applications that may interfere with each other.

896



4 FEATURE SELECTION
Picking the right features for downstream applications such as

workload similarity computation and predictive modeling is cru-

cial to their success. Ideally, a common set of features would be

able to clearly identify a variety of workloads, however, we ob-

serve that some features are more suited to characterize (specific)

workloads than others. To evaluate different features, we use the

telemetry collected in our experiments in Table 2. Our evaluation

focuses on robust feature selection, as incorrect workload repre-

sentation has immediate effects on downstream applications.

4.1 Feature Selection Strategies
Feature selection is a well-studied topic and there are many algo-

rithms available for this task [9]. The goal of these algorithms

is to ensure that those features most relevant to a given task are

selected in a way that provides good predictive performance. In

our setting, the given task is to maximize our accuracy for work-

load similarity computation. To quantify the effectiveness of the

respective feature selection algorithms, we base our similarity

computation on the selected feature set and compare it with the

ground truth of our experiments. That is, a TPC-DS workload

characterized with a subset of features should be identified as

being similar to TPC-DS and not TPC-H, TPC-C etc. In this work,

we focus on feature selection techniques that give a rank or im-

portance score for each feature. The feature selection methods

we test can be classified into three different categories: Filter,

embedded, and wrapper approaches.

4.1.1 Filter Approach. Feature selection methods in this cat-

egory evaluate the importance of predictors prior to fitting the

model. Predictor relevance is determined separate from themodel

with the help of various variable importance metrics. As most

of these metrics are calculated on a univariate basis, it is possi-

ble that we end up selecting too many predictors or correlated

predictors. However, filter approaches are simple and fast, so we

focus on a subset of four commonly used statistical techniques

to compare against more complex feature selection methods.

VarianceThreshold.Thismethod examines the variance of each

predictor to measure its informative value for model inclusion. It

removes any predictor with zero variance, and keeps predictors

whose variance exceeds a specific threshold.

Pearson Correlation Coefficient [70]. This coefficient is used

to measure the linear dependency of a predictor with the target

variable. It is calculated by normalizing covariance between vari-

ables with each variables’ respective standard deviation. We use

the absolute values of the correlation coefficients as a means of

weighing the importance of each predictor.

Functional Analysis of Variance (fANOVA) [48]. This metric

measures the importance of each feature based on its contribution

to the target variable variance. Features that contribute signifi-

cantly to the variance are considered important and selected.

Mutual Information Gain [8]. This method evaluates the de-

pendency between a feature and the target label. It measures

the reduction in uncertainty (via the difference between entropy

of the feature and conditional entropy given the target) about

the target when the feature is known. A value of zero indicates

independence. These values serve as feature importance scores.

4.1.2 Embedded Approach. Models in this category contains

built-in feature selection mechanisms. In other words, the model

itself will include specific predictors that maximize accuracy such

that the process of feature selection is embedded in model train-

ing. Given that there often exists challenges around collinearity in

our feature set, we examine a subset of regularized linear models

and ensemble learning methods to control model variance:

Lasso. [87] This method adds a penalty term to the standard

sum of squares objective used in ordinary linear regression to

control (or regularize) parameter estimates in cases where multi-

collinearity might exist in the data. Lasso is capable of using

regularization to not only identify a better model but also con-

duct feature selection.

Elastic Net [103].While Lasso provides built-in feature selection

by zeroing out highly correlated predictors, it is indifferent in

its selection, i.e., it can pick an irrelevant predictor from a set of

highly correlated ones, resulting in a model that overlooks the

true predictor. A popular approach that resolves this challenge is

elastic net, which combines two different penalty terms, the L1

regularization from lasso as well as L2 regularization from ridge.

Random Forest [10]. This ensemble learning method aggre-

gates the results of multiple decision trees. Each tree is built

with a random subset of data and its features, ensuring diversity

among trees. As random forests are attained as the linear combi-

nation of many independent learners, e.g., often 1000+ of decision

trees, it achieves variance reduction by selecting complex learn-

ers that exhibit low bias. The importance of each feature is then

evaluated based on its contribution to impurity reduction for all

trees in the forest.

4.1.3 Wrapper Approach. Finally, methods in this category

optimize model performance by iteratively adding or removing

predictors, aiming to find the optimal subset of features. Wrap-

per methods involve multiple rounds of training across various

models to identify a satisfying feature subset, often resulting in

good subsets at the cost of increased computational complexity.

Recursive Feature Elimination (RFE) [20]. This method re-

cursively removes features that have the least feature impor-

tance, until an optimal feature subset is attained based on some

model objective. This backward selection algorithm can work

with many different machine learning strategies as long as they

provide some means of calculating variable importance.

Sequential Feature Selection (SFS) [65, 92]. This method iter-

atively adds or removes one or more features in a greedy manner

based on the prediction performance. Compared to RFE, SFS can

execute both forward and backward selection and can add (or

remove) features based on some user-defined performance met-

ric. SFS does not require the underlying model to output feature

importance scores and thus may result in a more balanced set of

predictors based on the scoring metric selected.

4.2 Evaluating Feature Importance
As mentioned previously, we focus our experimentation on fea-

ture selection strategies that can score or rank features. In general,

we observe that the output of the strategies introduced in the

previous section can be split into two categories: Score-based and
Rank-based feature selection strategies.

Score-based feature selection. Statistics-based selection strate-

gies, such as filtering predictors using variance threshold or MI

gain, and regression-based methods, such as Lasso and elastic net,

fall into this category. They calculate a continuous score for each

feature, and which feature is more important can be determined

by comparing the score between features.
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Figure 3: Lasso path of features for each experiment using hardware setting of 2 CPUs as the strength of regularization
(alpha) decrease. The y-axis shows the resultant coefficient of each feature. Labels show the top-7 (ranked from most
important to least important) with the highest absolute non-zero coefficient.

Rank-based feature selection.Wrapper-based feature selec-

tion methods like RFE and SFS utilize an estimator to gradually

add or remove features. The implementations we used here ef-

fectively assign an integer rank to each feature.

In our evaluation, we generate a feature importance ranking

per experiment and per feature selection strategy. The output of

score-based feature selection strategies is transformed to ranks by

ordering the features according to their scores. For top-k feature

selection, we aggregate the ranks across experiments and select

the top-k features with the lowest aggregate rank.

4.3 Experiments
To evaluate the feature subsets selected by the feature selection

strategies, we first create histograms of the feature’s value distri-

bution as follows: We normalize the value space of each feature

to [0, 1] by using the respective minimum and maximum value

and evenly split the feature value range into ten bins. Note that

we will discuss further details of choice of data representation

and its implications for workload similarity computation in Sec-

tion 5.1.1. As mentioned previously, we measure the success of

feature selection strategies by using similarity computation and

computing the 1-NN distance which in essence determines the

accuracy of a strategy. For the following set of experiments, we

leverage the 𝐿2,1-norm, see Section 5.1.2 for details on this norm.

4.3.1 Picking Features. Given all available features shown

in Table 2, we first observe that some features consistently rank

well across methods, for example, the average returned row size

(AvgRowSize) and the cached plan size (CachedPlanSize) have
high feature importance scores for themajority of selection strate-

gies on multiple hardware settings. However, features like the

estimated degree of parallelism, rebinds, rewinds are usually con-

sidered unimportant independent of the selection mechanism.

Diving deeper into results of the different selection strategies,

we visualize the results of Lasso, a well-performing embedded

technique in Figure 3. Here, we plot the top-7 features selected by

Lasso for a workload on the same hardware setting. The larger the

deviation from 0, the higher the feature importance for the given

workload. We make two observations based on this set of experi-

ments. First, Figure 3a and Figure 3b show the execution of the

sameworkload, TPC-C, on the same hardware for two experimen-

tal runs. Although there is an overlap in the respective feature

spaces, there are also differences. For example, CPU_EFFECTIVE is

only considered an important feature in Figure 3a. There are nu-

merous factors in the cloud that affect collected metrics and thus,

the downstream feature selection results, but generally, the more

often we run feature selection for the same workload, the more

stable our selected features become. Our second observation is

that conceptually similar workloads tend to have a similar set of

important features. Take the features selected by TPC-C Figure 3a

and Twitter Figure 3c: both workloads share common important

features such as the average returned row size (AvgRowSize),
table cardinality (TableCardinality), and the cached plan sizes

(CachedPlanSize), for a total of six overlapping features. This is
expected since both workloads contain point lookup queries

3
. In

contrast, both workloads overlap with only one feature of TPC-H

as shown in Figure 3d. Further, while both Twitter and TPC-H

are analytical workloads, READ_WRITE_RATIO and IOPS_TOTAL
are important features for TPC-H since the analytical queries are

memory intensive and may require large intermediate results

that get flushed to disk in case of a buffer overflow. In contrast,

the Twitter workload queries are point lookup queries (such as

get the tweet for a given tweet id, or get any 20 tweets for a

given user), and thus do not require any intermediate result ma-

terialization. Thus, I/O related features are not as relevant for

this workload. YCSB workloads are significantly more I/O in-

tensive than TPC-C and thus, features such as EstimateIO and
EstimatedAvailableMemoryGrant have increased importance.

However, owing to its similarity to TPC-H as both workloads

contain write operations, CPU_EFFECTIVE, TableCardinality,
and SerialDesiredMemory are also present in the top-7 most

important features.

Insight 1. Which features uniquely identify a workload can
be tied to the type of that workload. Workloads with the same
characteristics often overlap in their representative feature space.

4.3.2 Strategy Evaluation. In addition to determining the im-

pact of selecting different feature sets for workload representa-

tion, we want to examine whether a subset of features is sufficient

to achieve the same (or better) accuracy compared to using all

available features. Table 3 shows an overview of the accuracy

of the various strategies when choosing the top-k features with

𝑘 ∈ {1, 3, 7, 15} and a hardware configuration of 16 CPUs. Again,

we compute the 1-NN clustering accuracy of workloads using

the top-k features as input for the workload similarity algorithm.

3
Point lookup queries are read-only queries that access a small number of rows.
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Table 3: Comparison of Feature Selection Strategies (Accu-
racy & Elapsed Time).

# Features

Strategy top-1 top-3 top-7 top-15 all Time (sec)

Variance 0.483 0.717 0.997 0.997

0.994

0.025

fANOVA 0.969 0.983 0.986 0.989 0.052

MIGain 0.976 0.972 0.986 0.986 2.538

Pearson 0.969 0.983 0.986 0.989 0.031

Lasso 0.467 0.969 0.989 0.989 0.051

Elastic Net 0.467 0.969 0.992 0.989 0.095

RandomForest 0.981 0.972 0.989 0.989 9.923

RFE Linear 0.969 0.972 0.969 0.989 1.128

RFE DecTree 0.247 0.953 0.997 0.997 1.202

RFE LogReg 0.969 0.969 0.989 0.997 18.936

Fw SFS Linear 0.725 0.969 0.969 0.972 580.069

Fw SFS DecTree 0.725 0.969 0.969 0.972 722.072

Fw SFS LogReg 0.969 0.972 0.972 0.972 1829.737

Bw SFS Linear 0.247 0.953 0.997 0.997 2793.939

Bw SFS DecTree 0.969 0.953 0.997 0.997 3978.708

Bw SFS LogReg 0.969 0.978 0.992 0.997 11383.510

Baseline 0.233 0.483 0.975 0.972 0.003

Insight 2. We experimentally observe three different types of de-
pendencies between the number of features and accuracy: Accuracy
increases with an increased number of features; accuracy peaks
with a specific number of features; and the number of features has
inconclusive impact on the measured accuracy.

An overview of the observed behavioral patterns is shown

in Figure 4 aligned with the measured strategies in Table 3, where

strategy name colors correspond to the patterns. Looking at

these numbers in detail, we observe underfitting if only a few

features are used across all approaches. RFE with decision tree

and Backward SFS with linear regression achieve a low accuracy

of 0.247 when selecting only one feature. Both methods select

LOCK_WAIT_ABS which is not an important feature (according

to Lasso) for any of the workloads in the experiment. However,

wrapper-based methods tend to select this feature as it has very

high variance. High variance in a feature means it has a wider

range of values, which can potentially provide more information

for the model to learn from, leading to a larger impact on the

model’s prediction. Other methods that achieves high accuracy

with only one feature (e.g. fANOVA, Mutual Information Gain)

select either AvgRowSize or TableCardinality, which appear

in the top-7 list of important features for all workloads except

TPC-H.When selecting top-3 features, the two under-performing

methods additionally select important features (both methods

pick READ_WRITE_RATIO) which leads to a significant improve-

ment in the accuracy. As the number of features increases, we

observe a performance improvement except for the two inconclu-

sive strategies. Interestingly, for some approaches overfittingmay

occur when all features are used, leading to (slightly) suboptimal

accuracy. Here, some strategies show peaking behavior indicat-

ing its ability in identifying a relevant subset of features, e.g., 7

or 15 features, reducing the overall number of required features

to 24%, resp. 52%, of the number of input features. On average,

we observe that with top-15 features chosen, the same average

accuracy can be reached across all strategies as if all features are

used for clustering, though the actual accuracy varies based on

the respective strategy. Furthermore, we want to highlight that

strategies such as SFS have near-perfect accuracy. The primary

drawback of these strategies is their relatively high execution

time, which is two to three orders of magnitude higher than that

of simple filter-based methods which can obtain the same level

of accuracy with as low as 7 features.

Figure 4: Generalized Accuracy Development Curves.

4.4 Key Takeaways
In our experimental evaluation, we considered 15 feature selec-

tion strategies which were used on 29 resource utilization and

plan features. We observe that the importance of a feature is

dependent on two factors, the chosen feature selection strategy

and the workload that it is applied on. However, we also observe

a correlation between the type of workload and the feature im-

portance ordering; for example, memory-intensive workloads

tend to prioritize I/O related features compared to workloads

containing point lookup queries for which features related to

table cardinality, cached plan sizes, and compilation memory

are the most important. Mixed workloads (such as YCSB) priori-

tize both types of features (i.e., I/O as well as query plan related

features). This takeaway is further validated by looking at the

top-4 features of the production workload (which is also mixed)

being CPU_EFFECTIVE, TableCardinality, StatementEstRows,
and EstimateIO, which are all present in the top-7 features for

YCSB as well. We also observe that for most feature selection

strategies, there exists a trade-off between choosing too few and

too many features, impacting downstream accuracy for work-

load similarity computation. In essence, too few features fail to

capture the characteristics of a workload run while too many

features may lead to overfitting.

5 WORKLOAD SIMILARITY
The second question to examine in this paper is how we can

compute workload similarity with the output of top-k feature

selection as the input. More specifically, given a common feature

set, we want to compute the similarity between workloads where

the difference in feature values or distribution signifies the dissim-

ilarity of the workloads. In this section, we first introduce state-of-

the-art workload similarity computation mechanisms and then

experimentally showcase their advantages and disadvantages.

5.1 Overview of Similarity Computation
Workload similarity computation is the problem of aligning two

workloads such that their feature spaces become comparable,

allowing us to measure the distance between them. The chal-

lenges of computing workload similarity are (𝑖) determining a

suitable feature representation for similarity computation which

we refer to as the data representation problem, and (𝑖𝑖) finding the

similarity algorithm that is most suited to a given feature space,

in the following referred to as similarity computation problem.

5.1.1 Data Representation. During the execution of our work-

loads, we use DBMS built-in tools to extract telemetry for both

query plan and resource utilization statistics. The former con-

tains features characterizing details of a specific query only while

the latter provides a time-series about the state of the workload’s

resource utilization. More generally, these two types of feature

sets present two types of feature spaces: Those that are discrete
and those that are continuous. Continuous feature spaces can

be represented naturally as multivariate time-series (MTS), and
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Table 4: Similarity computation mechanisms comparison
using mean normalized distances as source of similarity
confidence. − denotes when a mechanism does not achieve
a perfect prediction result.

(a) MTS representation
Resource

3 5 all

𝐿2,1-Norm
mAP 1 0.978 0.978

NDCG 0.993 0.993 0.993

𝐿1,1-Norm
mAP 0.986 0.978 0.992

NDCG 0.993 0.993 0.993

Fro-Norm
mAP 0.986 1 1

NDCG 0.993 0.993 0.993

Canb-Norm
mAP 1 1 1

NDCG 1 1 1

Dependent-DTW
mAP 0.978 0.986 0.986

NDCG 0.993 0.993 0.993

Independent-DTW
mAP 0.981 0.970 0.963

NDCG 0.993 0.993 0.993

Independent-LCSS
mAP 0.896 0.927 0.931

NDCG 0.993 0.986 0.986

(b) Hist-FP representation
Plan Resource Combined

3 7 all 3 5 all 3 7 all

𝐿2,1
mAP 1 1 1 1 1 1 1 1 1

NDCG 1 1 1 0.993 0.993 0.993 1 1 1

𝐿1,1
mAP 1 1 1 0.970 1 1 1 1 1

NDCG 1 1 1 0.993 0.993 0.993 1 1 1

Fro
mAP 1 1 1 1 1 1 1 1 1

NDCG 1 1 1 0.993 0.993 0.993 1 1 1

Canb
mAP 1 1 1 1 0.991 0.991 1 1 1

NDCG 1 1 1 0.993 0.988 0.988 1 1 1

(c) Phase-FP representation
Plan Resource Combined

3 7 all 3 5 all 3 7 all

𝐿2,1
mAP 1 1 1 0.862 - 1 - 1 1

NDCG 0.978 0.989 1 1 - 0.970 - 0.956 0.956

𝐿1,1
mAP 1 1 1 1 1 1 - 1 1

NDCG 0.977 0.988 1 0.998 0.973 0.978 - 0.956 0.956

Fro
mAP 1 1 1 - - - - 1 1

NDCG 0.978 0.990 1 - - - - 0.961 0.956

thus, time-series based distance measures are a good candidate

to measure their similarity as described below. Furthermore, de-

scribing a feature’s value distribution makes comparison between

workloads possible even if the type of observation differs. Equi-

range frequency histograms [29] and techniques like cumula-

tive frequency distribution [47] over set bins is commonly used

to encode distribution information. We will refer to this tech-

nique as Histogram-Based Fingerprinting (Hist-FP) in the follow-

ing. Another strategy is to encode the telemetry values by their

statistics like mean and variance. For example, prior work [46]

introduces Phase-Level Statistical Fingerprinting (Phase-FP) that

deploys change-point detection algorithms, such as Bayesian

change point detection (BCPD) [61], to pinpoint significant shifts

in the statistical properties of the workload. We include the data

representation examples in the full version of the paper [5].

5.1.2 Similarity Computation. Similarity computation is the

task of capturing the difference between two workloads in a sin-

gle numeric score. Depending on the data representation, we

differentiate between two types of similarity computation strate-

gies. First, norm-based distances compute the distance of values

or their distributions. Second, MTS-based similarity computa-

tion relies on the alignment of time-series data to determine the

similarity between workloads.

Norm-Based Similarity. For data pre-processed to matrices of

same sizes, we can compute the distance of a pair of matrices

with the matrix norm. Thus, the norm-based similarity measures

calculate the mathematical space-distance of matrices indepen-

dent of whether the data is stored in a MTS or via distribution

fingerprints. In our experiments, we deploy widely utilized dis-

tance measurement norms such as 𝐿1,1, 𝐿2,1, Frobenius, Canberra,

Chi-Square (Chi2), and the Correlation norm [57]. The advantage

of these norms is their linear time computation. Furthermore,

they are a natural fit for Hist-FP and Phase-FP matrices.

MTS Distance Measure. In addition to norm-based measure-

ments, using MTS-based distance measures allows us to utilize

the ordered nature of time-series. For example, Dynamic Time

Warping (DTW) [77] matches time-series with shapes that are

partially stretched or compressed. Specifically, given two time-

series 𝒂 = (𝑎1, 𝑎2, · · · , 𝑎𝑚) and 𝒃 = (𝑏1, 𝑏2, · · · , 𝑏𝑛), we construct
a matrix𝑴 and𝑴𝑖, 𝑗 = (𝑎𝑖 −𝑏 𝑗 )2. We can represent a time-series

alignment by a path traversal from 𝑴1,1 to 𝑴𝑚,𝑛 where each

step can move to the entry below, to the right, or to the bottom

right. A path along the diagonal of 𝑴 is the Euclidean distance

of 𝒂 and 𝒃 . Different from the one-to-one distance comparison in

norm-based similarity measurements, DTW uses one-to-many

comparisons which is more robust. The original uni-variate DTW

algorithm can be further generalized into independent and de-
pendent strategies [82]. Independent multivariate-DTW sum up

the individual DTW distance for each dimension, allowing for

more flexibility for uncorrelated dimensions, whereas the depen-
dent strategy uses squared Euclidean distance for constructing

the matrix 𝑴𝑖, 𝑗 =
∑
𝑘∈𝐾 (𝐴𝑖𝑘 − 𝐵 𝑗𝑘 )2 where 𝐴 and 𝐵 are both

multivariate time-series with 𝐾 features.

Another commonly used time-series distancemeasure is Longest

Common Sub-Sequence (LCSS) [45] that computes the edit dis-

tance between multiple time-series’. More specifically, LCSS mea-

sures the length of the most similar sub parts of the two time-

series, making it suitable for time-series with different lengths.

Similarly to the differentiate of dependent and independent DTW,

dependent LCSS aligns and compares all dimensions of a mul-

tivariate time-series together, finding the longest common sub-

sequence across all dimensions while independent LCSS aligns

each dimension of the multivariate time-series independently,

identifying the longest common subsequence for each dimension

separately.

5.2 Experiments
In our experiments, we first normalize and transform the data of

our benchmarks to fit the MTS, Hist-FP, and Phase-FP. For Hist-

FP, we summarize uni-variate time-series data of each feature

by evenly splitting the feature value range into 𝑛 sub-ranges

𝐵1, 𝐵2, · · · , 𝐵𝑛 where each feature value is assigned to a bucket

𝐵𝑖 and we set 𝑛 = 10. For Phase-FP, we use the mean, median,

and variance to capture the distribution of each phase.

As norm-based similarity techniques, we deploy the 𝐿1,1, 𝐿2,1,

Frobenius, Canberra, Chi2, and the Correlation norm in conjunc-

tion with Hist-FP, Phase-FP and MTS. For MTS, we addition-

ally calculate the dependent and independent versions of DTW

and LCSS. Determining which data representation and similar-

ity computation mechanism is most effective is non-trivial. In

our evaluation, we focus on three dimensions: (𝑖) reliability, (𝑖𝑖)

discrimination power, and (𝑖𝑖𝑖) robustness.

Reliability. This dimension describes whether a method cor-

rectly identifies the workloads that exhibit the highest degree

of similarity. Comparative analysis against ground truth or ex-

pert judgments, i.e. correctly identifying a (non-)match which in
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(b) 𝐿2,1-norm on Hist-FP.

Figure 5: Similarity results of the Twitter workload.
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Figure 6: Similarity results of the TPC-
C workload of 𝐿2,1-norm on Hist-FP.

essence is the same as finding the most closely related workload

run (1-NN). Additionally, we use the mean Average Precision

(mAP) to compare the confidence of similarity results.

Discrimination Power. An effective approach should differ-

entiate between similar and dissimilar workloads accurately. It

should assign higher similarity scores to workloads with compa-

rable behavior and lower scores to those with distinct patterns.

Furthermore, it should be sensitive to subtle differences while

being robust to noise and variations within the data. After nor-

malizing the distance generated by each methods, we compare

the differences between the most similar workloads to the least

similar workloads as identified by expert judgement. To quantify

the difference, we use the Normalized Discounted Cumulative

Gain (NDCG) [51], a metric commonly used to evaluate ranking

systems based on relevance. In our case, NDCG rewards shorter

distances for workloads that are more similar.

Robustness. This final dimension describes an approach’s re-

silience to noise, outliers, and missing data. In real-world use

cases, we often observe measurement irregularities, thus, robust

similarity computation ensures reliable results, even in the pres-

ence of data imperfections.

5.2.1 Comparison of Similarity Methods. In our first set of

experiments, we compare TPC-C, TPC-H, and Twitter on a 16-

CPU setup and show the results of those similarity computation

methods that achieve perfect 1-NN prediction in Table 4. To

determine the top-k features, we use RFEwith Logistic Regression

and show the selected feature sets in Table 5.

Reliability. Looking at the mAP results, we see that no similarity

computation dominates the others. However, we generally ob-

serve that the 𝐿1,1, 𝐿2,1, Frobenius norms work well if combined

with Hist-FP and Phase-FP across all feature set combinations.

Furthermore, the Canberra and Frobenius norms also work well

with MTS and Hist-FP respectively.

Discrimination Power. Looking at the NDCG results in Table 4,

we observe that Hist-FP using the 𝐿2,1, 𝐿1,1, Frobenius, and Can-

berra norms as well as MTS using the Canberra-norm results

in high NDCG scores. This indicates their high discrimination

power within this setup. Although some norms on MTS have a

relatively good NDCG score of 0.993, most norms do not perform

as well if combined with MTS and Phase-FP. For example, they

fail to identify that the TPC-C workload is a transactional work-

load similar to Twitter, assigning a high distance score instead.

Robustness. Finally, we can visualize the robustness of the dif-

ferent techniques through the error variation of each workload

since we execute each of them multiple times and thus has (po-

tentially) different values within a feature space. An example of

such a visualization is shown in Figure 6. In essence, the smaller

the error bars, the more robust the approach. We observe that in

Table 5: Top-7 features selected by RFE LogReg for set of
only plan query statistics features and set of all features.
Top-5 features selected for set of only resource utilization
features. The features are arranged in descending feature
importance from top to down in each column. Top-3 fea-
tures for each type are colored.

Top-7 Plan

MaxCompileMemory, CachedPlanSize, AvgRowSize,
EstimateIO, StatementSubTreeCost,

SerialRequiredMemory, CompileMemory

Top-5 Resource
LOCK_WAIT_ABS, MEM_UTILIZATION, LOCK_REQ_ABS,

CPU_UTILIZATION, CPU_EFFECTIVE

Top-7 All

LOCK_WAIT_ABS, MaxCompileMemory, AvgRowSize,
CachedPlanSize, EstimateIO,

MEM_UTILIZATION, LOCK_REQ_ABS

this set of experiments, the error for MTS-based approaches is

slightly higher on average. As we will discuss later, this is likely

related to the use of resource utilization features only.

Insight 3. In our experiments, Hist-FP with 𝐿1,1, 𝐿2,1, Frobe-
nius, and Canberra norms have similarity computation results that
satisfy the reliability, discrimination power, and robustness criteria.
Methods based on Phase-FP, DTW, LCSS, Correlation, and Chi2
norm give less satisfactory results across all criteria although they
may have good results across a subset.

5.2.2 Importance of Feature Selection. Next, we investigate
how the choice of feature space impacts similarity computation

results. We focus on the following feature sets: plan-only features,

resource-only features, and a combination of thereof. We choose

scenarios with only one type of features (plan or resource) as

they are collected using different rationales and requires different

implementation in code, and therefore might not be simultane-

ously available in practice. Additionally, we evaluate the impact

of different feature subset sizes, including top-3 and top-7 subsets

for plan-only and combined features. Due to the limited number

of resource-only features, we consider the top-3 and top-5 subsets

(instead of top-7) for this feature set category.

Reliability. Referring again to Table 4, we observe that Hist-

FP and Phase-FP tends to achieve perfect mAP with both plan

and combined features. Furthermore, two similarity computa-

tion techniques (𝐿2,1-norm and Frobenius-norm) on Hist-FP and

one (𝐿1,1-norm) on Phase-FP produce reliable results consistently

across majority of the feature subsets. Other similarity computa-

tion techniques on Hist-FP and Phase-FP achieve perfect 1-NN

prediction accuracy using resource features alone, while getting

lower mAPs. MTS uses resource features only and achieves good

reliability for the Canberra-norm on MTS, top-3 using 𝐿2,1-norm

onMTS, top-5 and all features for Frobenius-norm. In general, our

results show that most fingerprint representations perform better

when using plan or combined features compared to resource-only

features. We also observe that all top-3 feature sets tend to be less

accurate, signified by a low mAP score, as their feature space is
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Figure 7: Similarity results of 𝑃𝑊 compared to standardized
workloads on different hardware settings.

not diverse enough to allow for effective similarity computation.

This aligns with our insights stated in Section 4.3.2, where we

observed underfitting with too few features chosen.

Discrimination Power. For most feature set combinations, Hist-

FP with 𝐿1,1, 𝐿2,1, Canberra, and Frobenius norms correctly iden-

tify the identical, similar, and different workloads, indicating high

discrimination power. However, using all available features leads

to a smaller normalized distance difference between the identical

and the similar workloads, as shown in Figure 5b and Figure 6. In

contrast, using the top-7 features more distinctively differentiates

theworkloads. This alignswith our insights stated in Section 4.3.2,

where we observed that the performance may start to decrease

if too many features are chosen due to overfitting.

Robustness. Using Figure 5 and Figure 6 for reference, we

observe that experiments using resource-only utilization fea-

tures exhibit a higher standard error compared to other feature

(sub)sets. The bin values for TPC-C and Twitter are more skewed,

and more spread for TPC-H.

Insight 4. Using plan-only or a combined feature set improves
workload similarity computation across data representation and
similarity computation methods. Additionally, the number of fea-
tures should neither be too small (not enough information) nor too
big (too much information).

5.2.3 Similarity Computation using a Production Workload.
Next, we applied our findings to determine whether similarity

computation can be used to describe the characteristics of an

unknown workload. For that purpose, we compare our produc-

tion workload 𝑃𝑊 to four reference workloads: TPC-C, TPC-H,

TPC-DS, and Twitter. In this set of experiments, we use a different

hardware setup consisting of 80 virtual cores. We visualize the

results using Hist-FP applied in combination with the Canberra

norm in Figure 7. Note that we only have access to plan features

for this experiment due to missing resource tracking on the setup

instance. Looking at the resulting numbers, we conclude that 𝑃𝑊

seems to be closer related to the TPC-H workload rather than

TPC-C, TPC-DS, or Twitter. In fact, we manually confirmed that

the queries in 𝑃𝑊 are most commonly simple analytical queries

which align better with TPC-H. We furthermore note for this

workload that, again, using top-3 or all available features is not as

accurate as using the top-7 features, substantiating our findings

from our prior synthetic workload experiments.

5.3 Key Takeaways
In our experimental evaluation, we have discussed two key parts

of workload similarity computation: The raw data encoding and

the similarity computation algorithm. We have furthermore in-

troduced an evaluation scheme for the effectiveness of similarity

computation algorithms along three dimensions, i.e., reliability,

discrimination power, and robustness. In our experiments with

different benchmarks as example workloads, the Hist-FP encod-

ing has shown to be the most promising in providing accurate

similarity computation results. Additionally, using this data rep-

resentation incurs little computational overhead and low storage

requirements. We also observe experimentally that plan-based

features oftentimes lead to better similarity computation results,

substantiating the need for effective feature selection strategies.

6 WORKLOAD RESOURCE PREDICTION
The final question we want to explore in this paper is whether

we can predict the resource utilization of a workload on a new

set of hardware configurations. Recall that resource prediction is

the problem of predicting the performance of the same workload

on a different system setup, leveraging information collected

from similar workloads that are similarly scaled. In this section,

we will split the problem into two parts: (𝑖) defining the context
of the prediction behavior and (𝑖𝑖) defining the strategies that
help to model the it. The former answers the question how we

should think about the big picture of modeling resource predic-

tion, i.e., whether we can assume linear performance improve-

ments with proportionate hardware requirement changes, while

the latter helps us to determine how to use well-established ML

techniques to appropriately represent resource scaling behavior.

6.1 Overview of Modeling Techniques
In cloud settings, providers commonly have the ability to pro-

vision more than one type of resources. For example, Microsoft

Azure allows users to select how many cores are provisioned for

their VM or how much memory is allocated, where each of the

hardware configurations is referred to as a stock keeping unit

(SKU). For both the user and the provider, one important question

in terms of resource utilization is to identify the best trade-off

between workload performance and cost. In other words, if we

can model the performance per SKU, we can calculate the optimal

per-user resource allocation, benefiting both the provider (fewer

resources wasted) and the user (less cost).

6.1.1 Modeling Context. The first question that we need to

examine is how we can define the context of a resource scaling

model. We observe two different approaches:

Single Scaling Model Approach. In this approach, we develop

a comprehensive model capturing the relationship between dif-

ferent SKUs and a specific workload, i.e., showcasing how the

workload develops as a progression over different hardwares.

Pairwise Scaling Model Approach. Instead of developing a

holistic model, we focus on pairwise scaling factors that describe

the relationship between the performance of pairs of SKUs. The

relationship of a pair of data points is linear, simplifying the re-

quired modeling strategies. The scaling factor then represents the

change in performance when moving from one SKU to another.

6.1.2 Modeling Strategies. Next, we describe several ML mod-

eling strategies that are commonly used for predicting workload

behavior. Note that for this specific problem, we do not want to

predict the behavior of a workload itself but of a workload on a

different hardware configuration. Thus, we model the array of

available SKUs as a vector of size 𝑠 , where 𝑠 is the number of avail-

able hardware configurations. We then measure the performance

of a workload, 𝑦, w.r.t. a SKU by using traditional performance

metrics such as latency or throughput.

Linear Models. This type of models are used when we presume

a linear relationship between an independent variable, the SKU,

and a response variable, the performance metric in this case.
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Figure 8: Comparison of scaling model approaches using LMM as the mod-
eling strategy and TPC-C as the observed workload on varying hardware
configurations. A model or a set of models is built for each of the three
data groups. The shaded region is the Confidence Interval of prediction.

0 5 10 15
Num CPU

380

390

400

410

420

Th
ro

ug
hp

ut

(a) Single model.

5 10 15
Num CPU

370

380

390

400

410

420

Th
ro

ug
hp

ut

2-4
2-8
2-16
4-8
4-16
8-16

(b) Each color represents a
model for a pair of #CPU.

Figure 9: Comparison of scaling model ap-
proaches using SVM as the modeling strategy
and TPC-C as the observed workload on vary-
ing hardware configurations.

Regression [56]. Regression models come in a variety of types,

such as linear, polynomial, and lasso, for different relationship

between a dependent variable and independent variables.

Linear Mixed Effect Model (LMM) [7]. This is a statistical

technique that extends the traditional linear model to accommo-

date data that is grouped or clustered. LMM allows the model to

have group-specific intercepts and slopes, handling both fixed

effects, the standard independent variable, and random effects,

which accounts for the variation among clusters.

Non-Linear Models. Non-linear models are commonly used if

there is no continuous arc across the data.

MultivariateAdaptive Regression Splines (MARS) [34].MARS

partitions the predictor space into regions and fits linear regres-

sions within each one, providing a piece-wise linear fit.

Support Vector Machine (SVM) [24, 59, 84]. SVM regression,

with its basic version modeling a linear relationship, is similar

to regression, but more effective in modeling non-linear rela-

tionships between various features and our target performance

metric with the help of different non-linear kernels.

Gradient Boosting (GB) [35, 36]. Gradient Boosting builds

a predictive model in a stage-wise fashion, using an ensemble

of weak prediction models, typically decision trees, to create a

strong overall predictor. It gives more weight to the data points

that were incorrectly predicted in the previous iteration.

Neural Networks (NNet) [44, 55]. Neural networks model the

outcome by intermediary set(s) of unobserved variables, called

hidden units or hidden variables, which are linear combinations

of the predictors transformed by sigmoidal functions. These non-

linear functions enable complex patternmatching between inputs

and outputs. We used Multi-Layer Perceptron regressor with 6

layers from Scikit-Learn [71] in our experiments.

6.2 Experiments
To predict the performance of different workloads, we use the

same experimental setup as previously, deploying a variety of

standardized benchmarks on four SKUs with different hardware

characteristics. To simplify the setup, we do not vary all aspects

of the hardware configuration but instead focus on the number

of available CPUs and the throughput of a workload as the target

variable. We pick three times across the day, and each workload

and SKU combination is run at those three times to collect the

metrics, allowing us to capture potential variations in different

runs. The metrics obtained from workloads that were executed at

the same time of the day constitute a data group. Furthermore, as

a data augmentation strategy, we use random sampling without

replacement to down-sample a timeseries to ten smaller-sized

series, and since we run each experiment setup three times, the re-

sult is a total of 30 data points for each workload setting. Next, we

do a 5-fold cross validation for each models. Finally, we calculate

the normalized root mean square error (NRMSE) [79].

6.2.1 Single vs Pairwise Modeling. In our first set of exper-

iments, we want to examine the impact of different modeling

contexts, i.e., using a single vs a pairwise model, on the prediction

outcome. To visualize the difference, we present the application

of a linear model, LMM, in both single and pairwise scaling sce-

narios. To determine whether time-of-day is a factor that impacts

the workload performance, we build models using the metrics

from the three data groups corresponding to the three executions

of the workloads on the SKUs (Figure 8). In Figure 8b, we can

see that that the transition between hardware configurations is

different in each set of experiments although we observe that in

general, the throughput seems to increase with an increase in

available CPUs as one would expect. However, there are varia-

tions in the pairwise model that are not captured if we use the

same data and build a single model (Figure 8a). This observation

is not unique to linear models but we observe similar behavioral

characteristics in non-linear scaling models as shown in Figure 9.

Insight 5. Although a single model can capture workload scal-
ing trends, transitions between specific hardware configurations
can be modeled more accurately using pairwise scaling models.

6.2.2 Modeling Strategies. We now focus our evaluation on

the impact of different modeling strategies. Table 6 shows an

overview of all evaluated algorithms for single as well as pair-

wise models using NRMSE as the evaluation metric. We average

the NRMSE over all upwards scaling pairs within an experiment,

i.e., the six combinations scaling up between 2, 4, 8, and 16 CPU

nodes respectively. We setup a baseline that assumes inverse lin-

ear scaling relationship between CPU and latency, i.e. if number

of CPU increase from 2 to 4, the latency reduce by half. Among

all learning methods, gradient boosting performs the best with a

mean NRMSE of around 0.271 for both contexts, followed closely

by pairwise SVM with a mean NRMSE of 0.279 across all evalu-

ated workloads. However, we observe that on average, the train-

ing time for SVM is 10× to 40× faster than gradient boosting.

We note that neural-network performs the worst, which is ex-

pected as this method is more suitable for datasets with a larger

number of data points and features. Across all models, the low-

est observed NRMSE for a workload is 0.231 while the highest
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Table 6: Mean throughput prediction (NRMSE) of 5-fold cross validation by models built with each configuration. We use
base workload with varying workload types (workload name) and number of concurrent terminals (subscript in workload
name). The lowest mean NRMSE for each workload setting and overall for each method is shown in bold. The lowest mean
NRMSE among all workloads is shaded green, and the largest (excluding NNet) shaded yellow.

Strategy

Mean Training

Time (s)

Mean Test NRMSE

TPC-C4 TPC-C8 TPC-C32 Twitter4 Twitter8 Twitter32 TPC-H1 Mean

P
a
i
r
w
i
s
e

Regression 0.0597 0.293 0.303 0.269 0.343 0.320 0.315 0.236 0.297

SVM 0.0327 0.276 0.297 0.270 0.304 0.284 0.287 0.237 0.279

LMM 1.2066 0.281 0.306 0.275 0.305 0.290 0.285 0.240 0.283

GB 0.5846 0.271 0.292 0.255 0.290 0.284 0.276 0.231 0.271
MARS 0.1164 0.304 0.322 0.297 0.286 0.337 0.299 0.258 0.300

NNet 2.7698 0.734 0.913 1.034 1.200 2.465 7.695 2.781 2.403

S
i
n
g
l
e

Regression 0.0011 0.304 0.315 0.282 0.316 0.359 0.324 0.249 0.307

SVM 0.0032 0.269 0.290 0.281 0.304 0.294 0.285 0.255 0.283

LMM 0.4234 0.340 0.312 0.322 0.352 0.366 0.296 0.256 0.321

GB 0.1105 0.264 0.287 0.261 0.290 0.283 0.280 0.245 0.273

MARS 0.0187 0.301 0.305 0.279 0.302 0.356 0.307 0.249 0.300

NNet 0.3045 0.667 0.931 1.151 1.185 2.768 8.547 1.971 2.460

Baseline 9.897 12.503 17.959 21.072 67.341 90.970 0.552 31.470

TPC-C TPC-H Twitter YCSB
0

20

Di
st

an
ce

Figure 10: Hist-FP 𝐿2,1 distance of YCSB to other workloads.
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Figure 11: Throughput prediction of YCSB scaling up from
2 CPUs to 8 CPUs using pairwise scalingmodels of existing
TPC-C workloads and the 3 runs of YCSB on SKU with 2
CPUs. The different colors show the performance and scal-
ing trends for the 3 TPC-C runs. A prediction is generated
for each experiment run (denoted by the dashed lines).

(excluding NNet) is 0.366, corresponding to a deviation of ≈ 23%

and 37% from the actual observed throughput value ranges re-

spectively. Given our limited scope of experiments, such high

variation can be partially attributed to noise within the experi-

ment execution. Nevertheless, we observe that most strategies

behave similarly within their model restrictions, i.e., independent

of whether a single or pairwise model has been chosen. Finally,

we observe that all methods performs substantially better than

the naive linear scaling baseline.

Insight 6. Simpler ML models are more suitable for modeling
scaling behaviors than complex ones. Among the simple models, the
choice of model context has more impact on the workload prediction
performance than the choice of modeling strategy.

6.2.3 End-to-End Prediction. To test how well our end-to-end

prediction framework works for workloads on different hardware

settings, we set up an experiment using YCSB as our target work-

load and measure its workload on two different SKUs with 2 and

8 CPUs respectively. Using the latter for verification purposes

only, we assume that only the data of the 2 CPU hardware config-

uration is known to the pipeline. Referring back to the insights

found in Section 5.1, the query plans and resource utilization

metrics are encoded via Hist-FP and we use top-7 among all plan

features and resource utilization features obtained by applying

RFE with Logistic Regression. To compute the similarity between

the new and existing workload types, we use the 𝐿2,1 norm and

calculate the distances as shown in Figure 10. Here, we observe

that YCSB is most similar to TPC-C, closely followed by Twitter.

We then use a pairwise model in combination with SVM to

determine the scaling behavior from 2 CPUs to 8 CPUs for our

previously observed TPC-C experiments. Figure 11 shows the

comparison of the actual measurements as well as the prediction

based on TPC-C. We first observe that the ground truth has per-

formance variations due to noise on the virtual machines shown

in the variation of the measurements at different times of day,

each set of experiments is colored differently. However, when

averaging the throughput values, which would happen with a

sufficient number of repeated experiments or measurements used

for training, the resulting scaling trend flattens. This matches

our prediction based on TPC-C which results in a NRMSE of

0.0948 for this experiment. To show that with pairwise scaling

prediction models, we are able to prediction the workload perfor-

mance when scaling multiple hardware configurations, we set

up a second suite of experiments as follows: We use YCSB with

8 concurrent terminals as our target workload and measure its

performance on 2 different SKUs (S1) 4 CPUs and 32 GB memory;

and (S2) 8 CPUs and 64 GB memory. We run TPC-C, TPC-H, and

Twitter on these two configurations and build pairwise scaling

models. To test our scaling predictions, we assume that only met-

rics from the first configuration is known to us (i.e. YCSB run on

S1) and, using the same methodology as in our prior experiment,

we then determine the workload most similar to YCSB which

is TPC-C. Using the scaling model corresponding to TPC-C, we

then predict the workload throughput of YCSB on S2. The pre-

dicted throughput of the model is ∼ 1100 req/sec, a 0.206 mean

average percentage error (MAPE) from the true workload per-

formance (1400 req/sec). On the other hand, if we use Twitter as

the reference workload, the predicted throughput is ∼ 600 with

an error of 0.563 from the actual performance. This experiment

demonstrates the applicability of the prediction framework for

multi-dimensional SKUs, an important topic for future research.

6.3 Key Takeaways
In our evaluation, we have found pairwise scaling prediction

models to have the highest accuracy when modeling the scaling

behavior from one SKU to another. Our observations about the

accuracy for single vs pairwise scaling models will amplify for
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non-linear scaling decisions, i.e., where we want to scale to a

SKU that has different resources such memory, network, chip

design etc. Furthermore, we observe that a complex model (NNet)

can lead to higher prediction error compared to simple models.

The simple models differed only minimally from each other in

prediction error with gradient boosting and SVM being the best

performing. We see a relatively high prediction error which we

traced to noise in the experimentation runs. We expect the error

to decrease with an increase in training data. Finally, we applied

our end-to-end pipeline to two workload runs, varying only CPU

and CPU-Memory pairs respectively, and showcased how the

framework would function in practice.

7 DISCUSSION
In this work, we explored an end-to-end pipeline for workload

prediction. We now summarize our insights from our experimen-

tal results and outline future work that merits more investigation.

No feature set fits all workloads. In our experiments on feature

selection strategies, we have discovered that although the choice

of representative features correlates across types of workloads,

they can be vastly different when comparing different types of

workloads. Our experiments suggest that while finding a uni-

versally representative (minimal) feature set across workloads is

unlikely if not impossible, there are best practices that we can

follow when choosing features sets for pipelines such as ours:

(1) Using too few features may result in overlooking important

characteristics of a workload.

(2) Using too many features may result in dilution of the dis-

tinctiveness of a workload run, in addition to an increased

computational overhead and chance of overfitting.

(3) Workloads with comparable scaling behavior typically show

a similar feature importance ordering.

(4) Based on our experiments, plan-only or a combination of

plan-based and resource-utilization features often produce

better downstream results.

Not all similarity computation techniques are equal. Work-

load similarity computation is an effective mechanism to reduce

the search space for workload prediction if utilized properly. We

have found that (𝑖) clustering algorithms are highly sensitive

to which features are used for similarity computation, and that

(𝑖𝑖) not all strategies perform well along our evaluation dimen-

sions of reliability, discrimination power, and robustness. Overall,

we have found that norm-based algorithms tend to perform bet-

ter and that fingerprinting-based data representation performs

on average better than timeseries-based data representation.

Predict scaling between rather than across SKUs. In our

experimental evaluation on workload resource prediction, we

have focused on a relatively simple use case, i.e., resource scaling

between SKUs that only vary in the number of CPU cores. Even

for this use case, we have observed that predicting scaling behav-

ior is not trivial: It is neither strictly linear nor fully predictable

in a cloud setting due to environmental noise. Given a wide range

of available SKUs for cloud providers, we believe that pair-wise

scaling prediction models show more promise than models that

assume a continuous performance relationship between hard-

ware configurations. This is substantiated in our experiments,

where the choice of the model context dominates the choice and

impact of the modeling algorithm. We posit that these observa-

tions will amplify if we modify the SKUs not only along one

dimension (CPUs) but multiple (memory, network, storage etc.).

Future Work.We believe that our findings w.r.t. workload re-

source predictions can guide and enhance future research in this

area. Our findings indicate that there are opportunities for im-

proving existing pipelines and exploring novel, more targeted

pipelines for resource prediction based on workload utilization.

They further show that workload modeling and characterization

is still a relatively underutilized space: If we can model (the simi-

larity between) workloads more accurately, we can improve our

ML prediction tasks significantly. More specifically, our work

shows that the wrong choice can oftentimes have detrimental

impact on downstreamML algorithms, thus raising the open ques-

tion of how we can ensure data quality within such pipelines.

The study of dimensionality reduction techniques for feature se-

lection is also an important problem. A more detailed discussion

can be found in the Appendix of the full version of the paper [5].

In this paper, we have focused on the setting where the re-

source usage is not saturated, as is commonly found in prac-

tice [3]. However, there also exist scenarios where resources may

get bottlenecked. For such cases, Roofline modeling [93] proves

valuable. The Roofline model assumes that any execution on a

specific hardware is bounded either by its memory resources or

its compute resources. All executions on this particular hardware

correspond to points within the space bounded by piecewise

linear functions that act as performance ceilings. In our setting,

Roofline models can be seamlessly integrated with linear predic-

tion strategies used in the prediction component of the pipeline.

For instance, a Roofline style model that plots throughput on the

y-axis and #CPUs on the x-axis for a fixed main memory can

reveal that adding more compute resources to a memory-bound

workload is ineffective and thus, unlikely to enhance throughput.

We defer more details to the full version of the paper [5]. In more

complex settings involving distributed systems, extensions of

the Roofline model, such as the Ridgeline model [17], can be

combined with non-linear modeling strategies to better capture

hardware-specific trends across multiple variables, such as net-

work and memory capacity. These research directions pave the

way for an exciting agenda in studying workload scaling predic-

tion. The applicability of our framework to other types of rela-

tional workloads (such as batchedworkloads or high performance

computing workloads), as well to non-relational settings (such as

key-value stores) is also an important problem. Note that our pre-

diction pipeline performs SKU prediction based on workload sim-

ilarity by only looking at metrics obtained from prior runs of dif-

ferent workloads. Thus, in principle, our solution can be applied

to any type of workload as long as the appropriate metrics can be

collected. Since our implementation is built on top of BenchBase,

any relational workload that can be executed via BenchBase can

potentially benefit from our work without additional overhead.

8 CONCLUSION
In this work, we have conducted a thorough analysis of a com-

monML-based end-to-end pipeline for workload resource scaling

prediction. We first discussed its potential pitfalls and impact of

algorithm choices for each of the different building blocks of the

pipeline (feature selection, similarity computation, and resource

prediction) and substantiated our insights with experiments tar-

geted to highlight the different techniques and their impact on

the prediction pipeline. We then summarized our observations

and proposed a series of recommendations based on our exper-

imental observations that are likely to improve the prediction

quality of ML-based resource prediction pipelines.
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