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ABSTRACT
In this paper, we present an end-to-end multi-source Entity
Matching problem, which we call entity group matching, where
the goal is to assign to the same group, records originating from
multiple data sources but representing the same real-world entity.
We focus on the effects of transitively matched records, i.e. the
records connected by paths in the graph𝐺 = (𝑉 , 𝐸) whose nodes
and edges represent the records and whether they are a match or
not. We present a real-world instance of this problem, where the
challenge is to match records of companies and financial securi-
ties originating from different data providers. We also introduce
two new multi-source benchmark datasets that present similar
matching challenges as real-world records. A distinctive char-
acteristic of these records is that they are regularly updated fol-
lowing real-world events, but updates are not applied uniformly
across data sources. This phenomenon makes the matching of
certain groups of records only possible through the use of transi-
tive information.

In our experiments, we illustrate how considering transitively
matched records is challenging since a limited amount of false
positive pairwise match predictions can throw off the group as-
signment of large quantities of records. Thus, we propose GraL-
Match, amethod that can partially detect and remove false positive
pairwise predictions through graph-based properties. Finally, we
showcase how fine-tuning a Transformer-based model (Distil-
BERT) on a reduced number of labeled samples yields a better
final entity groupmatching than training onmore samples and/or
incorporating fine-tuning optimizations, illustrating how preci-
sion becomes the deciding factor in the entity group matching of
large volumes of records.
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1 INTRODUCTION
Due to remarkable technological advancements in recent decades,
data has assumed a pivotal role within today’s information soci-
ety. As the volume of data experiences exponential growth [27],
data integration, the process of aggregating and cleaning data
originating from different sources, has become highly demanding.
In fact, the most time-consuming aspect of the entire data science
pipeline is often the cleaning and preparation of data [4, 11].

A vital part of data integration is Entity Matching (EM). EM de-
scribes the problem of determining whether two or more records
refer to the same real-life entity. If both records have the same
structure i.e., share unique identifiers, this is a trivial task. How-
ever, in the instances in which the structure differs significantly,
the EM tasks become increasingly complex. Earlier approaches to
address this challenge rely on rule-based algorithms and heuris-
tics [13, 20]. More recently, state-of-the-art systems rely on Ma-
chine Learning (ML) systems and are Transformer-based [2, 31].

EM is a computationally intensive process, as given the match-
ing of 𝑛 records there are

(𝑛
2
)
possible pairwise matches to con-

sider. Most state-of-the-art systems and benchmarks perform
matching of 2 data sources and thus focus on evaluating pairs of
records as potential matches. In general, however, Entity Match-
ing requires considering not only a set number of record pairs
but also all transitively matched records.

We consider records 𝑟𝑖 and 𝑟 𝑗 to be transitively matched by
a given pairwise matching logic if there exists a path between
them in the graph 𝐺 = (𝑉 , 𝐸) whose nodes and edges represent
the records to be matched and the predicted pairwise matches of
a pairwise matching logic respectively. All transitively matched
records are implied to be matches. The expected output of a
matching is thus a list of groups of records represented as complete
graphs whose nodes and edges represent records and matches
(both predicted and transitive), respectively.

Note that transitively matched records can appear in any
matching setting, no matter the number of data sources involved.
Consider, for example, the matching of data sources S1 and S2
with records A & B belonging to S1 and record C belonging to S2.
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Figure 1: Illustration of the workflow of our entity group matching methodology.

If a pairwise matching logic predicts matches [A-C] and [B-C],
then records A & B will be transitively matched, i.e. the transitive
match [A-B] is implied by the two previous pairwise matches.
Current pairwise matching approaches do not take transitive
matches into account and thus ignore the group assignments
implied by their pairwise predictions.

In this paper, we refer to the end-to-end multi-source EM
problem as entity group matching, and propose a novel matching
methodology that combines state-of-the-art pairwise EM models
and GraLMatch, a Graph Cleanup technique that detects and
removes false positive pairwise predictions to produce groups of
records. Starting from the raw source tables, we apply a blocking
to select a subset of candidate record pairs that we predict as
either matches or non-matches through some pairwise matching
model. At this stage we apply GraLMatch, a Graph Cleanup
method that processes all the pairwise predictions, removes those
likely to be false positives and produces groups of records. Figure
1 provides a visual representation of the entity group matching
methodology we propose, which is not limited to language model-
based pairwise matching models, but also supports any matching
method that produces pairwise matches.

We focus on a real-world instance of entity group matching,
where the challenge is to match records of companies and finan-
cial securities. The records we want to match are provided by
financial data vendors and thus represent licensed information
which cannot be readily shared. To overcome this, we generate
two new multi-source synthetic benchmark datasets that aim to
mimic the characteristics of the original financial records. Start-
ing from a publicly available set of records, we carry out a series of
algorithmic modifications in order to create groups of companies
and securities records that present similar matching difficulties
as real-world examples.

A distinctive characteristic of the datasets that we target with
our methodology compared to other commonly used benchmarks
for EM is that their records are regularly updated reflecting
real-world events1 that may not be recorded equally across data
sources. This data drift phenomenon, along with instances of
missing data, makes some matches between altered records im-
possible to identify based on their individual attributes alone. As
stressed before, this phenomenon calls for methods capable of
leveraging transitive information among records.

An illustration of the entity group matching problem is given
in Figure 2 where the companies and securities records come

1Such as rebrandings, mergers & acquisitions, new stock listings, bankruptcies, etc.

from four different data sources. These record groups illustrate
some of the different matching challenges present both among
real records and our synthetic benchmarks. Some record groups
can be matched via the identifiers of their corresponding securi-
ties. However, matching identifiers do not guarantee a correct
match due to data drift. Other groups need to be matched by text
alignment, i.e. recognizing records as matches via their textual at-
tributes. However, trying to find such groups unavoidably leads to
false positive matches and thus to incorrect transitively matched
records. We deal with these false positives via GraLMatch.

Overall, the aim of this paper is to introduce the entity group
matching task and the concept of transitivelymatched records.We
evaluate the performance of state-of-the-art pairwise EM algo-
rithms on challenging datasets, illustrate the effect of transitively
matched records and investigate whether our novel algorithm
GraLMatch, can be combined with the pairwise algorithms to
achieve good entity group matching results. Consequently, the
main contributions of our paper are as follows:

(1) We introduce the entity group matching task and illustrate
its comparatively higher difficulty w.r.t pairwise matching
due to transitively matched records. In our experiments,
we illustrate how the evaluations of pairwise EM algo-
rithms carried out in previous works are lacking in terms
of entity group matching. To the best of our knowledge,
this is the first paper to introduce the problem of match-
ing entity groups, and thus lays the foundations for novel
research challenges.

(2) We introduce two new challenging synthetic multi-source
benchmark datasets for entity group matching, inspired
by a real use case.

(3) We present GraLMatch, a method that addresses the tran-
sitivity problem and uses graph-based techniques to detect
and remove false positive pairwise predictions that lead
to incorrect transitively matched records.

The remainder of the paper is organized as follows. In Section
2 we discuss the related work. Section 3 introduces the synthetic
datasets we generate and the real-world use case that inspires
them. Section 4 describes the entity group matching problem
with a focus on transitively matched records and our proposed
methodology to deal with them. Section 5 describes the datasets,
models and the scores of our experimental setup. Section 6 dis-
cusses the results of the experiments and Section 7 outlines our
conclusions.
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Figure 2: An example dataset of companies (top part) and securities records (bottom part) to match across multiple data
sources. Records #12, #22, #31 and #40 correspond to the same entity, "Crowdstrike". Record #12 can be matched to #31
because they have securities with a matching ISIN, US31807756E highlighted in orange. Equivalently with #22 and #40 with
US318077DSIE highlighted in violet. Matching the entire group however, requires recognizing all of the different naming
variations as equivalent (Crowdstrike Plt./Crowd Strike Platforms/ Crowdstrike Holdings etc.). This task is not trivial,
since many false positive predictions are likely to happen with, for example, records #13, #23, #32 corresponding to the
entity "Crowdstreet", due to the long shared character sequences across records.

2 RELATEDWORK
Early approaches to EM tackled the problem through combina-
tions of hand-crafted features and rule-based heuristics [13, 20]
that struggle when faced with dirty/unstructured records. The
advent of NLP techniques, more specifically Transformer models,
has led to the current state-of-the-art EM systems which frame
EM as a ML problem and treat records as instances of textual
data.

Transformer Language Models are a class of neural network
models based on the Transformer architecture [31] that have
been shown to excel at numerous NLP tasks [9]. These models
are pre-trained on large text corpora in order to acquire natural
language understanding via self-supervised tasks. In order to
perform downstream tasks, one can perform Transfer Learning
by adding task-specific final layers to the Transformer model
initialized with the pre-trained weights and then fine-tune it on
a task-specific training set until convergence, usually for a small
number of epochs.

BERT (Bidirectional Encoder Representations from Transform-
ers) and its variants [5, 16, 28] are a class of models consisting of
the Encoder part of the Transformer architecture. They have been
shown to achieve state-of-the-art pairwise matching results at
numerous EM benchmark datasets by following the fine-tuning

process mentioned above along with different optimizations spe-
cific to the EM task such as Data Augmentation and Contrastive
Learning [2, 15, 17, 22, 30, 33, 34] that aim to tackle the specific
challenges presented by EM: (1) Lack of labeled training pairs,
and (2) the difficulty of obtaining quality embeddings for nu-
anced similarity-based discriminative tasks, given the ambiguity
present between many records. Additionally, optimizations ex-
plored formulti-source Entity Matching include combining binary
and multi-class classifications [21] and active learning using the
graph implied by pairwise matches for query selection and data
augmentation [25].

All previous works, however, only evaluate models according
to their performance at pairwise matching, ignoring transitive
matches. Compared to the setting with only 2 data sources, transi-
tive matches can be expected to have a greater effect in matching
settings with multiple data sources2. However, as we discussed in
the previous section, transitively matched records can appear in
any matching setting. Previous models have only been evaluated
according to their performance on pairwise matching in set data
splits, which is a much easier task than entity group matching.

2Simply because greater numbers of candidate matches are evaluated and thus false
positive pairwise predictions are more likely.
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In our experiments, we will show how a close-to-perfect pair-
wise matching performance is not sufficient to achieve a good
matching if transitive matches are not considered.

More recently, Transformer architectures have been scaled to
billions of parameters, leading to a new class of models known as
Large Language Models (LLMs). These models are trained in the
same self-supervised way as their smaller counterparts but are ad-
ditionally further tuned via Reinforcement Learning with Human
Feedback (RLHF), which incorporates human input into the train-
ing process in order to align the model’s behaviour with human
preferences. LLMs have been shown to be capable of carrying
out pairwise matching by framing it as a question-answering
problem [19, 23]. While promising, these models are consider-
ably slower at inferencing and thus unsuitable for matching large
datasets such as the ones we propose, as this requires millions of
pairwise match evaluations to be carried out.

Many benchmark datasets have been used over the years to
compare the performance of newly proposed EM methodologies
against existing ones. Older benchmarks mostly contain struc-
tured records of 2 data sources [6, 14, 18], while more recent ones
often present records consisting only of textual descriptions orig-
inating from more data sources, which go into the thousands for
web-scraped records [24]. Additionally, multiple Data Generators
that produce datasets of varying difficulty by polluting certain
records (e.g. via modification or deletion of certain attribute val-
ues) have been also proposed [3, 8, 10, 12, 26, 29, 32]. We add
to this line of research by proposing a multi-source matching
problem that requires leveraging transitive information.

3 ENTITY GROUP MATCHING PROBLEM: A
REAL-WORLD USE CASE

In this section, we introduce a use case of entity group matching
based on the integration of financial records originating from
various real-world data sources. This section serves as the basis
for the generation of two new entity group matching benchmark
datasets. First, we describe the origin and nature of the original
data, which, due to privacy regulations, cannot be shared with the
research community. Next, we describe the generation of the syn-
thetic dataset, which contains the most important characteristics
of the original data and can be openly shared.

3.1 Original Data
The original real-world datasets contain records consisting of a
series of textual and alphanumerical attributes for companies3

and securities4 that are traded on certain stock exchanges. Com-
panies can issue multiple securities, but each security belongs
exclusively to a single company.

As previously mentioned, these records are continuously up-
dated reflecting real-world events such as bankruptcies, mergers,
acquisitions, rebrandings etc. However, updates are not carried
out uniformly across all data sources. Consequently, the records
across our data sources not only differ due to variations in nam-
ing practices (such as using the full company name "Microsoft
Corporation" or the stock ticker "MSFT") but also because of

3Typical attributes for companies are: company names, textual descriptions, head-
quarter addresses, industry classification codes, market capitalization, # of employ-
ees, etc.
4Typical attributes for securities are: security names, types and unique identi-
fiers based on (inter)national standards such as ISINs (International Securities
Identification Number), CUSIPs (Committee on Uniform Securities Identification
Procedures), VALORs (Swiss German banking term for a "security"), SEDOLs (Stock
Exchange Daily Official List), etc.

the events described above, which are typically absent in other
EM benchmarks. In our use case, we have records from around
10 different data sources, i.e. financial data providers, such as
Bloomberg, Reuters, etc.

In order to ease the matching of both company and security
records, several international identifier standards have been de-
veloped such as International Securities Identification Numbers
(ISINs) or Legal Entity Identifiers (LEIs). However, groups of
records affected by real-world events are not recognized and/or
catalogued by matching approaches relying merely on these iden-
tifiers. For example, if a match is made between two companies
based exclusively on their LEIs, we might be incorrectly match-
ing an acquirer with its acquiree after an acquisition that led to
the overwriting of the LEI of the latter with that of the former.
Additionally, many records are missing some or all identifiers
and thus can only be matched based on their textual attributes,
such as record #20 in Figure 2, which calls for sophisticated EM
methods.

3.2 Synthetic Benchmark Datasets
The original datasets are offered by data vendors and distributed
under non-disclosure agreements which prevent their open dis-
tribution. To overcome this privacy issue, we generate a synthetic
benchmark dataset from a publicly available set of 1.04M com-
pany records provided by Crunchbase5, which serves as a starting
point for recreating our real-world dataset. From the Crunch-
base dataset, we extract the name, city, region, country_code, and
short_description attributes of the first 200K records. In order to
create company records that present the same kind of variabil-
ity as observed among our real-world records, we implement a
series of algorithmic modifications of the extracted records that
we name data artifacts. These data artifacts modify the original
Crunchbase records via rule-based algorithms, much like the
data augmentation operators used in pseudo-labeling methods
[15, 33]. Examples of data artifacts include:

(1) AcronymName (Companies): Swap a name with its
acronym.

(2) InsertCorporateTerm (Companies): Inserts a common
term (Inc./Limited/Corp etc.) in all mentions of a name.

(3) CreateCorporateAcquisition/Merger (Companies):Over-
writes records with the attributes of an acquiring investor
simulating an acquisition/records the interaction with an-
other company simulating a merger process.

(4) ParaphraseAttribute (Companies): Paraphrase a tex-
tual attribute via the Pegasus summarization model.

(5) MultipleIDs (Securities): Create new identifiers and as-
sign them to multiple records of a security.

(6) NoIdOverlaps (Securities): Wipe all overlaps among
identifiers of a group of security records.

(7) MultipleSecurities (Securities): Adds new securities of
different types such as rights, bonds or units to an issuing
company.

Each of the record groups of the synthetic datasets will have
a random combination of data artifacts applied to it. Note that
multiple data artifacts are sequentially applied to each record
group and thus their effects become intertwined, generating
a big variety of matching challenges across the 200K groups.

5See Crunchbase’s Basic Export: https://data.crunchbase.com/docs/crunchbase-
basic-export
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The size of the generated dataset6 and the proportion of record
groups to which each data artifact is applied to, can be fully
parameterized and different choices of generation parameters
will lead to datasets with different sizes and proportions of record
groups presenting each type of matching challenge. We have
calibrated the generation by inspecting the main characteristics
of the real dataset7. Our specific choice of parameters, along
with instructions on how to modify them to carry out different
generations, is described in the accompanying code8.

In a real setting, the extent to which different records affected
by real-world events should be matched, will vary on a case-by-
case basis. Mergers usually involve the creation of a new entity
with shares of the original companies being exchanged based on
an agreed-upon exchange ratio, which will be different for each
of the merging companies depending on their finances. Often,
no records are deleted due to a merger, but rather, records of
the new merged entity are created. We do not consider records
involved in simulated mergers as matches.

On the other hand, acquisitions involve one company absorb-
ing the other, with shareholders of the target company receiving
compensation for their shares, which cease to exist along with
the absorbed company, whose records are usually deleted in the
data sources that record the event. Since the acquiring company
has to assume the finances of the acquiree, we consider all records
involved in acquisitions as matches.

Records involved in mergers and acquisitions may have some
or all of their attributes overwritten due to the event. In Figure
2 Records #10, #20, #30 corresponding to "lastminute.com" and
#42 corresponding to "Travix" are involved in a merger and thus
#30 has had some identifiers overwritten with those of #42 while
not being a true match. Records #11 and #21 corresponding to
"Herotel" and #33, #41 corresponding to "Hearst" are involved in
an acquisition and thus are all matches. Note that the identifiers
of the security record #21 have been overwritten with those of
#33 and #44.

3.3 Real vs. Synthetic Dataset
While far from being able to generate all the variations and in-
teractions present among real records9, randomly combining
data artifacts leads to a novel, non-trivial dataset for entity group
matching. Below, we describe the main challenges of the dataset:

(1) Record pairs with matching identifiers are not neces-
sarily true matches since an alignment between textual
attributes is needed to detect records affected bymergers
or acquisitions events, which may have had some or all
of their attributes overwritten.

(2) Matches between records lacking matching identifiers
can only be found bymatching their textual attributes such
as record #20 of Figure 2 which has a different identifier

6A maximum of 1.04M (size of the Crunchbase dataset) record groups can be
generated. Data artifacts are applied sequentially to each record group thus the
complexity of the generation is linear w.r.t the number of record groups.
7We choose generation parameters based on observations made on the subset
of manually labeled real records that we use in the experiments. Note that fully
characterizing the proportion of matching challenges present in the record groups
of the real dataset would require both being able to perfectly match the dataset
(i.e. the objective of this work) and then manually annotating the origin of all the
challenges each group presents. The latter, however, is an ambiguous task since
combinations of record updates due to real-world events, much like data artifacts,
often lead to matching challenges whose causes are impossible to discern.
8See the README file in the folder datainc/datainc_code: https://github.com/
FernandoDeMeer/GraLMatch
9Examples of additional difficult phenomena to generate algorithmically while guar-
anteeing matchability are multiple languages/alphabets, rebrandings, geographical
terms, etc.

Table 1: Overview of the general statistics of our datasets.
Values marked with a ∗-symbol are estimated, as only a
subset of the real datasets were manually checked and
labelled.

Dataset Companies Securities
Real Synthetic Real Synthetic

# of Data Sources ∼ 10 5 ∼ 10 5
# of Entities < 200𝐾∗ 200K < 250𝐾∗ ∼ 275𝐾
# of Records ∼ 600𝐾 868K ∼ 1𝑀 ∼ 984𝐾
# of Matches > 1𝑀∗ 1.5𝑀 > 1.5𝑀∗ ∼ 1.5𝑀
Avg. # of Matches
per Entity 7∗ 7.5 10∗ ∼ 5.4

% of Records with
Text Descriptions 25% 32% - -

than the one records #10 and #30 share and thus has to be
matched via its name.

(3) Matches between records whose identifiers and textual
attributes are different (e.g. the records of an acquiring
company and the acquiree when the data source of the lat-
ter has not recorded the acquisition), may only be found by
taking into account transitive information found through
other matched records or be otherwise impossible to de-
tect. For instance, records #11, #33 and #41 of Figure 2 can
only be matched by matching record #21 to #33 or #41
first.

See Table 1 for a comparison between the generated (synthetic)
datasets and their real counterparts.

4 ENTITY GROUP MATCHINGWITH
GRALMATCH

In this section, we introduce our novel entity group matching
approach that enables thematching of record groups – as opposed
to only matching record pairs, which is the common approach
of previous Entity Matching research. Note that simply using
pairwise matching to solve the entity group matching problem
is not sufficient, as we will highlight in this section.

As stated in Section 1, Entity Matching requires considering
the transitively matched records of a given pairwise matching
logic, even if the pairwise matching model did not directly predict
each pair of transitively matched records to be a match. Including
the implied transitive matches of a given set of pairwise match
predictions is necessary to obtain each of the expected groups of
records (complete graph) of the entities we intend to match.

Figure 3: Example of transitive matches between records
of Figure 2. On the left side, the pairwise matches (#11 and
#21), (#21 and #33) and (#33 and#41) imply the transitive
matches of the right side colored in green (#11 and #33),
(#11 and #41) and (#21 and #41).

Figure 3 shows an example of a group of records, identified
by the #ID attribute as in Figure 2, with pairwise matches that
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imply transitive matches. Note that only record #21 contains
information about the relationship between all records of the
group (the acquisition) and thus the group can only be discovered
by matching #21 against either record #33 or #41 and finding all
other matches transitively.

Conversely, Figure 4 shows an example of 2 different record
groups incorrectly linked through a false pairwise match predic-
tion between records #40 and #13. These predictions greatly affect
thematching because they lead to all records of both groups being
transitively matched, which results in numerous false transitive
matches.

Our end-to-end matching methodology is illustrated in Figure
1 and addresses the transitivity problem through the following
steps:

(1) Fine-tune Language Models: We fine-tune a Language
Model to perform Sequence Classification in order to pre-
dict record pairs as either Match or NoMatch. We focus
on Language Models because they are the state-of-the-art
pairwise matching methods.

(2) Pairwise matching:We evaluate a set of record pairs ob-
tained via some blocking10 with the fine-tuned Language
Model.

(3) GraLMatch Graph Cleanup: Considering the graph𝐺 =

(𝑉 , 𝐸) whose nodes and edges represent the records to
be matched and the positively predicted matches of the
previous step, we delete a series of edges/matches of 𝐺
with amethod that considers the graph implied context (i.e.
the connected component it lies on) of each edge/match.

(4) Entity Groups:We output all the connected components
of the updated graph as groups of matched records.

4.1 Pairwise matching with LMs
Transformer-based Language Models offer several desirable prop-
erties for performing pairwise matching over traditionally used
heuristics. Namely, through techniques such as tokenization, word
embeddings, attention mechanisms and pre-training they are able
to jointly process attributes of different data types, either struc-
tured or unstructured, making context-aware predictions learned
from fine-tuning on large volumes of data.

We employ DistilBERT [28] for our experiments, a model
obtained via distillation of the pre-trained BERT model. While
having 40% fewer parameters than BERT, DistilBERT retains close
language understanding capabilities w.r.t. BERT, as evidenced
by the similar scores achieved at a series of downstream tasks.
Due to the scale of the datasets we aim to match, we choose
DistilBERT for faster evaluation speeds given the vast number
of comparisons required for the pairwise matching step.

We fine-tune the pre-trained DistilBERT on the binary classifi-
cation task of predicting record pairs as either Match or NoMatch
with a subset of matches and non-matches from the training
dataset. In a real setting, only a subset of labeled matches may
be available since the labeling effort must be considered. Once
the training pairs are decided, we add a final softmax layer to the
pre-trained model and then train it for a few epochs as in [2, 15].

4.2 GraLMatch Graph Cleanup
Consider the graph 𝐺 = (𝑉 , 𝐸) whose nodes and edges are given
by the records to be matched and the predicted matching pairs,
respectively. The aim of the GraLMatch Graph Cleanup step is

10Blocking is necessary due to the large number of possible candidate pairs and the
impossibility of evaluating all due to prohibitive running time.

to recognize false positive pairwise match predictions to remove
them from the final output. The false positives are removed using
the graph implied context of each pairwise prediction, i.e. the
connected component it lies on, or equivalently, all the records
transitively matched to both records of the pair. Different ap-
proaches can be employed to discover good candidate edges for
removal, depending on the type of information considered from
the connected component.

False positive predictions are often the only link between sets
of densely connected nodes such as the match between records
#40 and #31 of Figure 4. The following graph-based methods
allow us to filter such edges and mark them for removal:

(1) Minimum Edge Cut: Given a graph 𝐺 = (𝑉 , 𝐸) a minimum
edge cut 𝑆 is a set of edges 𝑆 ⊆ 𝐸 of minimum cardinality
(i.e. |𝑉𝑆 | if 𝑆 = (𝑉𝑆 , 𝐸𝑆 )) that disconnects G.

(2) Edge Betweenness Centrality: Given a graph 𝐺 = (𝑉 , 𝐸),
the Betweenness Centrality of an edge 𝑒 ∈ 𝐸 is the sum of
the fraction of all-pairs shortest paths that pass through 𝑒 :

𝑐𝐵 (𝑒) =
∑︁
𝑠,𝑡 ∈𝑉

𝜎 (𝑠, 𝑡 | 𝑒)
𝜎 (𝑠, 𝑡)

where 𝜎 (𝑠, 𝑡) is the number of shortest-paths between
nodes 𝑠 and 𝑡 , and 𝜎 (𝑠, 𝑡 | 𝑒) is the number of those paths
passing through edge 𝑒 .

The matching of large datasets may lead to numerous large
connected components, each potentially containing multiple
good candidate edges for removal. Note that removing the edges
of a connected component belonging to a Minimum Edge Cut
guarantees disconnecting said component, while the same is not
true when removing the edges with highest Edge Betweennes cen-
trality. Both techniques have a time complexity of 𝑂 (𝑚𝑛) where
𝑛 is the number of records and𝑚 the number of edges of a given
connected component [1, 7]. However, in practice, the Minimum
Edge Cut tends to have a lower run-time, even if both worst-case
time complexities are identical. We generally expect the Edge
Betweennes centrality to remove less true positive edges while
being slower than the Minimum Edge Cut.

Algorithm 1 shows how the two techniques described above
are used by our GraLMatch Graph Cleanup. Size threshold 𝛾
specifies which of the techniques should be used, depending
on the size of the connected component to clean up, whereas 𝜇
specifies the desired maximum size of all produced record groups.

We set size threshold 𝜇 to be equal to the number of data
sources. This is ideal in settings where each group is expected
to have at most one record per data source, as is the case in
our datasets of interest. However, in settings where there is not
a specified number of data sources and/or we expect a lot of
record groups of different sizes, as in the case of web-scrapped
records, Algorithm 1 will not be ideal and other Graph Cleanup
methods able to produce groups of heterogeneous sizes should
be considered.

4.2.1 Pre Graph Cleanup. Some sets of pairwise match pre-
dictions lead to exceedingly large connected components in𝐺 . In
order to avoid long running times of Algorithm 111, we further
apply the following pre-cleanup technique:

Company datasets:We remove all positively predictedmatches
obtained through the Token Overlap blocking in connected com-
ponents larger than 50 records. See Section 5.3.1 for details.
11Both of the edge removal techniques used during the GraLMatch Graph Cleanup
remove a few edges at a time and are thus slow at cleaning up exceedingly large
connected components.
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Figure 4: Illustration of entity group matching based on a subset of the records shown in Figure 2. (1) Pairwise predictions:
The false positive pairwise match between record #40 (Crowdstrike) and record #13 (Crowdstreet) is illustrated as a dotted
orange line. (2) Pre Graph Cleanup: False transitive matches are shown as dotted red lines, e.g. record #12 (CrowdStrike)
is wrongly matched transitively with record #13 (CrowdStreet). True positive pairwise and final matches are black lines.
(3) Post Graph Cleanup: The false pairwise match, originally shown in orange, is eliminated via the GraLMatch Graph
Cleanup. The results are two group matches as opposed to one group match resulting from wrong pairwise matching.

Algorithm 1 GraLMatch Graph Cleanup
Input: matches graph 𝐺 = (𝑉 , 𝐸), size thresholds 𝛾 and 𝜇
Output: List of connected components of 𝐺 after cleanup.

1: 𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝑛} connected components of 𝐺
2: 𝑐∗ ← argmax({ |𝑐𝑖 | | 𝑐𝑖 ∈ 𝐶})
3: while |𝑐∗ | > 𝛾 do:
4: 𝐸mincut ← MinEdgeCut(𝑐∗)
5: 𝐺 ← (𝑉 , 𝐸 \ 𝐸mincut)
6: 𝑐∗ ← argmax({ |𝑐𝑖 | | 𝑐𝑖 ∈ 𝐶})
7: while |𝑐∗ | > 𝜇 do:
8: 𝑒maxBC ← argmax({𝐵𝑡𝑤𝐶𝑒𝑛𝑡 (𝑒) | 𝑒 ∈ 𝐸∗})
9: 𝐺 ← (𝑉 , 𝐸 \ 𝑒maxBC)
10: 𝑐∗ ← argmax({ |𝑐𝑖 | | 𝑐𝑖 ∈ 𝐶})
11: Output: 𝐶 = {c1, c2, . . . , c𝑛}

5 EXPERIMENTS
In this section, we describe our experimental setup12. The goal
is to address the following research questions:
• What is the performance of state-of-the-art Entity Match-
ing algorithms for pairwise and entity group matching ap-
plied to our challenging datasets?
• Can our novel algorithm GraLMatch boost the performance
existing algorithms for entity group matching?

All the experiments run in this paper were conducted on an
Ubuntu machine with a Nvidia Tesla T4 GPU, 16 VCPUs, and 64
GB of RAM.

5.1 Datasets
We now describe both the real and synthetic datasets used for
our experiments. Our aim is tomatch multiple real-world datasets
made up of records of companies and financial securities. As
described in Section 3, due to the confidential nature of this data,
we have produced a dataset of groups of records from publicly
available data that present similar matching challenges as their
real counterparts.

5.1.1 Real Companies and Securities Datasets. In the exper-
iments, we use a small subset of 63.5k human-labeled security
record groups obtained through matching identifier codes com-
bined with 1.5k manually found edge case record groups (with
missing identifiers, multiple identifiers for matching securities,

12Our code can be found here: https://github.com/FernandoDeMeer/GraLMatch

mergers, acquisitions etc.), totaling to 65K companies and securi-
ties from 8 different data sources. For the company records, we
use the corresponding issuers of each of the securities. These
datasets are small in relation to the entire real dataset and con-
tain a very low proportion of challenging record groups, due to
the difficulty involved in manually finding them, see Table 1 for
reference.

5.1.2 Synthetic Companies and Securities Datasets. We per-
form experiments on the synthetically generated datasets de-
scribed in Section 3 in order to estimate the different models’
performance at entity group matching in a real world setting.
These datasets are closer in scale to the entire real datasets than
the human-labeled set of real records described above, see Ta-
ble 1 for reference. Consequently, the results we obtain in these
datasets will give us a better approximation to our performance
in the real use case which involves the entire real dataset. We
make these datasets, as well as the code to generate them, fully
accessible to the wider research community for utilization.

5.1.3 Train, Validation and Test Splits. In order to fine-tune
and evaluate each machine learning model, we divide the records
of the datasets above into train, validation and test splits, each con-
taining all the records belonging to 60%/20%/20% of the ground
truth record groups13. We fine-tuned models with all the positive
pairs of each split and add randomly sampled negative pairs with
a ratio of 5 : 1 negative pairs for each positive one. We split along
the record groups to make sure that the set of true matches of
each entity belongs exclusively to one split, preventing models
from memorizing pairs.

5.1.4 WDC Products. Additionally, we evaluate our matching
pipeline on the WDC Products benchmark dataset [24]. More
specifically, we experiment on the large dataset variant with 80%
corner cases and a test set with 100% unseen entities.

5.2 Machine Learning Models
For our experiments we use Ditto [15], the state-of-the-art ma-
chine learning model for Entity Matching, as our baseline. We
also considered employing a large language model, LlaMa2 7B, by
framing the classification task as a text generation instance via
prompt-engineering and recovering answers via a regular expres-
sion. Initial experiments showed that LlaMa2 took on average 7
seconds to generate an answer per candidate pair which leads to

13The percentages roughly correspond to the % of records in each split but there
are small variations because record groups vary in size.
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exceedingly long running times for the pairwise matching step
(90+ days). We expect this also to be the case with comparably
sized and bigger large language models. We use the following
specifications for each model:

• DITTO (128): In accordance with our focus on speed, this
DITTO [15] variant uses the DistilBERT [28] model due to
the size of our datasets, similar to the choice in the original
DITTO paper for their larger datasets. Additionally, the
DITTO (128) variant uses a max sequence length of 128
tokens, half the size used in the original paper. Please
note, that DITTO uses a different encoding scheme which
wraps column names and values with special start and
end tokens. For example, the value Zurich in the city
column would be encoded as [col] city [val] Zurich.
This increases the amount of tokens required to encode
the same value information, but adds more structure and
the information of column names.
• DITTO (256): This variant of DITTO is identical to the
DITTO (128) variant, except that it uses sequences with
up to 256 tokens (as in the original paper).
• DistilBERT (128)-ALL: We fine-tune DistilBERT with a
maximum token sequence length of 128 on all of the pairs
in the train splits.

5.2.1 Sensitivity Analysis. In order to study the sensitivity
of our pipeline w.r.t the amount of available labeled data, we
fine-tune DistilBERT (128) on small sets of training pairs from
the synthetic companies and securities datasets that could be
acquired with a moderate manual labeling effort:

• DistilBERT (128)-15K: We fine-tune DistilBERT with a
maximum token sequence length of 128 on a set of pairs
obtained by filtering the first 10K/5K pairs from the train/val
splits. We discard those whose records have been involved
in an acquisition or cannot all be matched via identifier
overlaps.

Additionally, in order to study the sensitivity w.r.t the size
thresholds 𝛾 and 𝜇, we run the matching pipeline with Distil-
BERT (128)-ALL and the following modifications:

• DistilBERT (128)-ALL-MEC: We run the Graph Cleanup
with 𝛾 = 𝜇, that is, we only use the Minimum Edge Cut
(MEC) to remove edges.
• DistilBERT (128)-ALL ( 12𝛾 ): We set the size threshold 𝛾
to half of its value in Table 2 (rounded down).
• DistilBERT (128)-ALL-BC: We run the Graph Cleanup
with 𝛾 = ∞, that is, we only use the Betweenness Centrality
(BC) to remove edges.

We run the 3 previous variants on the Synthetic Companies
dataset, since it is the dataset with the biggest number of candi-
date pairs (and thus connected components), see Table 2. For all
models, we fine-tune for 5 epochs and select the epoch with the
lowest validation loss.

5.3 End-to-End entity group matching
Experiments

As mentioned previously, our aim is to match multiple real-world
datasets for which a ground-truth is initially unavailable. To
estimate our performance on this challenging task, we carry out
the end-to-end entity group matching process on the datasets
described in Section 5.1.

5.3.1 Blockings. In order to start the entity group matching
process, we first need to obtain a subset of candidate record
pairs through a combination of blockings in order the reduce
the complexity and running time of the matching process. We
employ the following blockings:

(1) ID Overlap: Finds candidate pairs based exclusively on the
overlap of identifier attributes. Typical examples of IDs for
securities are ISINs, CUSIPs, VALORs or SEDOLs as shown
in the bottom part of Figure 2. In the case of company
records, we evaluate against the companies whose associ-
ated securities have a matching identifier with any of the
securities issued by each company record. This blocking is
equivalent to the benchmark heuristic often used to match
these types of financial records. It leads to few candidate
pairs containing positive and negative pairs as described
in Section 3.3.

(2) Token Overlap: Considers each record as the list of tokens
resulting from its tokenization and selects as candidate
pairs those involving the record and the top 𝑛 records with
most overlapping tokens across different data sources. This
blocking aims to find good candidate pairs for matches
based on text alignment.

(3) Issuer Match (Securities Only): For each security record,
consider as candidate pairs those involving all other se-
curities issued by companies previously matched to the
security’s issuer. This blocking allows to match pairs of se-
curities with non-matching identifiers and generic names
based on a previous matching of their issuers.

We combine the blockings described above differently for each
dataset as detailed in Table 2, producing different sets of candidate
pairs. We predict each of the candidate pairs as either Match or
NoMatch, leading to a set of pairwise match predictions for each
model/dataset pair.

Table 2: Blockings applied, number of records, candidate
pairs and size thresholds in the entity group matching
experiment for each dataset.

Blockings # of
Records

# of
Candidate

Pairs
𝛾 𝜇

Real
Companies

ID Overlap
Token Overlap 6.3K 51K 40 8

Synthetic
Companies

ID Overlap
Token Overlap 174K 1.14M 25 5

Real
Securities

ID Overlap
Issuer Match 12.8K 41K 40 8

Synthetic
Securities

ID Overlap
Issuer Match 197K 826K 25 5

WDC
Products Token Overlap 1K 9.1K 25 5

5.3.2 Impact of GraLMatch Graph Cleanup. In order to illus-
trate the importance of the GraLMatch Graph Cleanup step with
respect to the final entity group matching, we calculate precision,
recall and F1 at three different stages of our end-to-end matching
pipeline:

8



(1) Stage 1: Pairwise matching: The positively predicted
pairs from all of the candidate pairs produced by the com-
bination of blockings in each dataset.

(2) Stage 2: Pre Graph Cleanup: Considering the graph
𝐺 = (𝑉 , 𝐸) whose nodes and edges represent the records
to be matched and the pairwise match predictions respec-
tively, we incorporate all of the edges missing from each
connected component to make the component a complete
subgraph. That is, we add all the edges connecting pairs
of transitively matched records by the pairwise match pre-
dictions.

(3) Stage 3: Post Graph Cleanup: We run the GraLMatch
Graph Cleanup on the graph𝐺 = (𝑉 , 𝐸) (with the pairwise
match predictions only) and then add all of the transitive
matches to the list of cleaned up connected components
produced by the GraLMatch Graph Cleanup.

Note that the scores achieved for pairwise matching are not
equivalent to those obtained during fine-tuning. The recall is
expected to be lower since some true positives are discarded by
the blocking, whereas all the true positives are available and
evaluated during fine-tuning. Additionally, the precision is also
expected to be lower since the set of candidate pairs contains
more challenging negative pairs than the ones added randomly
during fine-tuning.

Considering all of the matches included in the Pre Graph
Cleanup set is justified because they represent the group assign-
ment implied by the pairwise matching. Wewill show how usually
the Pre Graph Cleanup scores are considerably low, since very
few false positive predictions can lead to a large amount of false
transitive matches, especially when large connected components
are produced by a set of pairwise match predictions.

The Post Graph Cleanup scores represent the final group as-
signment of our methodology. See Figure 4 for an illustration of
all three sets of matches and the phenomenon described above.

It is important to note that the scores achieved with pairwise
matching should not be compared to Pre and Post Graph Cleanup
scores since they do not represent a group assignment (they
ignore the transitively matched records) but rather only represent
a model’s pairwise matching performance.

5.3.3 GraphMetric. Alongwith precision, recall and F1 scores,
we calculate the following graph-based metric:

• Cluster Purity Score: Given an entity group matching
𝑀 composed of complete subgraphs {𝑐𝑖 = (𝑉𝑖 , 𝐸𝑖 )}𝑁𝑖=1 its
cluster purity is calculated as:

ClPur = 1∑𝑁
𝑖=1 |𝑉𝑖 |

∑𝑁
𝑖=1 |𝑉𝑖 |

𝑐𝑇𝑃,𝑖

|𝐸𝑖 |

where 𝑐𝑇𝑃,𝑖 is the number of true positive matches in
subgraph 𝑐𝑖 .

The Cluster Purity Score is thus the average of the number of
correct matches per record group weighted by the size of each
group. It indicates how reliable downstream tasks based on the
aggregation of calculations made on record groups will be.

6 RESULTS
6.1 Fine-Tuning
Table 3 shows the precision, recall and F1 scores of each fine-
tuned model on test split pairs.

On the companies datasets, both real and synthetic, all mod-
els reach close-to-perfect scores with the exception of DITTO

(128) on real companies, which we speculate misses important ele-
ments of some inputs due to its encodingmethod. DistilBERT(128)-
ALL reaches a very similar performance to that of DITTO (256)
while using half of the input tokens. DistilBERT(128)-15K achieves
a lower recall than all other setups, which is to be expected since
it is trained with much fewer samples, yet reaches a competitive
F1 score while taking 1/6th of the time to train than the other
setups.

On the securities datasets, we similarly observe that DITTO
(128) struggles to perform due to its encoding method, this time
likely due to the identifier attributes which lead to long sequences
of uninformative tokens. We observe that on real securities Dis-
tilBERT(128) and DITTO (256) reach a similar F1 score while on
the synthetic securities, DITTO (256) reaches the overall best F1
score but struggles with precision. This is likely due to the fact
that matches between records whose issuers have been involved
in a data drift event do not present matching identifiers and have
generic names (see for example the securities records #31 and #40
of Figure 2, both belonging to records of the entity "Crowdstrike")
but DITTO (256)’s extensive encoding method seems to allow it
to capture some of these challenging pairs. DITTO (256) seems
more likely to make positive predictions, which captures some
data drift pairs but also false positives.

On the WDC Products dataset DistilBERT(128)-ALL achieves
a slightly worse performance to that of RoBERTa as reported in
[24]. The result is expected due to the training optimizations of
RoBERTa and its larger model size compared to DistilBERT(128).

DistilBERT(128)-ALL also matches the performance of DITTO
(256) while using half of the input tokens and outperforms DITTO
(128), which indicates DITTO’s encoding and training optimiza-
tions do not translate into a better performance in this dataset
for the smaller model setup.

6.2 Entity Group Matching with Blocking and
GraLMatch

6.2.1 Companies Datasets. Table 4 shows the precision,
recall and F1 scores of the entity group matching experiment of
both real and synthetic companies datasets.

Let us first analyze the pairwise matching performances on
pairs produced by blocking (first column of Table 4). For all
models, the recall and precision of the pairwise match predictions
are slightly lower than those obtained during fine-tuning. The
lower recall results from a portion of true pairs not being selected
by blocking as candidate pairs. The lower precision is due to
the fact that the negative pairs among the candidate matches
are much more difficult to classify than the randomly sampled
negative pairs used during fine-tuning.

Next, we analyze the entity group matching performance (sec-
ond column of Table 4). As illustrated in Figure 4, false positive
pairwise predictions greatly affect the entity group matching
performance, since they connect different groups of entities lead-
ing to numerous false positive predictions. This phenomenon is
reflected by the Pre Graph Cleanup Precision and Cluster Purity
scores, which evidence the necessity of removing false positive
pairwise predictions to achieve a good entity group matching.
Additionally, it is more pronounced on the synthetic companies
because they are much more numerous (see Table 2) and thus
contain considerably more records sharing common terms ("hi-
tech", "networks", "energy", "resources", geographical terms etc.)
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Table 3: Overview of the scores achieved by fine-tuned models on test pairs.

Pairwise Matching Performance
Dataset Model Precision Recall F1 Score Training Time
Real Companies DITTO (128) 68.82 ± 0.00 83.49 ± 0.00 75.11 ± 0.00 18.74 h

DITTO (256) 99.90 ± 0.09 99.67 ± 0.13 99.78 ± 0.11 33.59 h
DistilBERT (128)-ALL 99.93 ± 0.02 99.56 ± 0.04 99.73 ± 0.02 23.25 h

Synthetic Companies DITTO (128) 99.45 ± 0.06 96.70 ± 0.30 98.15 ± 0.01 85.11 h
DITTO (256) 99.55 ± 0.01 96.88 ± 0.01 98.20 ± 0.01 86.39 h
DistilBERT (128)-15K 99.35 ± 0.03 94.77 ± 2.74 96.99 ± 1.41 11.32 h
DistilBERT (128)-ALL 99.28 ± 0.13 96.09 ± 0.06 97.66 ± 0.03 93.28 h

Real Securities DITTO (128) 25.55 ± 7.40 69.00 ± 43.84 33.89 ± 0.17 22.71 h
DITTO (256) 99.94 ± 0.01 99.13 ± 0.02 99.53 ± 0.01 37.88 h
DistilBERT (128)-ALL 99.48 ± 0.18 99.48 ± 0.14 99.47 ± 0.02 20.96 h

Synthetic Securities DITTO (128) 57.82 ± 2.12 56.00 ± 11.64 56.47 ± 5.01 94.43 h
DITTO (256) 85.51 ± 0.55 91.35 ± 0.51 88.33 ± 0.06 122.44 h
DistilBERT (128)-15K 94.03 ± 0.41 61.11 ± 0.33 73.26 ± 0.24 11.62h
DistilBERT (128)-ALL 90.96 ± 0.77 70.55 ± 0.52 79.46 ± 0.06 103.99 h

WDC Products DITTO (128) 35.92 ± 0.01 63.20 ± 2.83 45.81 ± 1.56 27.63 min
DITTO (256) 48.45 ± 5.39 72.30 ± 7.21 57.71 ± 1.53 40.28 min
DistilBERT (128)-ALL 46.24 ± 0.96 76.33 ± 1.70 57.58 ± 0.96 26.79 min

Table 4: Overview of the scores achieved in the entity group matching with Blocking and GraLMatch. To achieve the Post
Graph Cleanup scores our novel algorithm GraLMatch is applied.

Pairwise Matching Performance
(pairs from blocking)

Entity Group Matching Performance
(including implied transitive matches)

Pre Graph Cleanup Post Graph Cleanup
Dataset Model Precision Recall F1 Score Precision Recall F1 Score Cluster Purity Precision Recall F1 Score Cluster Purity Inference Time

Real
Companies DITTO (128) 23.66 ± 0.00 99.64 ± 0.00 38.24 ± 0.00 0.05 ± 0.00 99.66 ± 0.02 0.10 ± 0.00 0.00 ± 0.00 99.86 ± 0.12 98.23 ± 0.55 99.06 ± 0.34 1.00 ± 0.00 6.7 min

DITTO (256) 23.66 ± 0.00 99.64 ± 0.00 38.24 ± 0.00 23.52 ± 0.01 99.68 ± 0.04 38.06 ± 0.02 0.00 ± 0.00 98.42 ± 0.01 99.70 ±0.02 99.05 ± 0.01 0.99 ± 0.00 6.6 min
DistilBERT (128)-ALL 94.06 ± 4.83 99.27 ± 0.24 96.53 ± 2.49 49.07 ± 34.11 99.73 ± 0.16 56.92 ± 38.6 0.80 ± 0.16 86.90 ± 5.07 96.98 ± 3.69 91.64 ± 4.25 0.93 ± 2.50 3.5min

Synthetic
Companies DITTO (128) 33.16 ± 0.00 81.73 ± 0.00 47.18 ± 0.00 0.00 ± 0.00 83.06 ± 0.28 0.00 ± 0.00 0.00 ± 0.00 99.09 ± 0.13 36.94 ± 2.84 53.78 ± 2.99 0.99 ± 0.00 1h 26min

DITTO (256) 33.16 ± 0.00 81.73 ± 0.00 47.18 ± 0.00 0.00 ± 0.00 83.66 ± 0.57 0.00 ± 0.00 0.00 ± 0.00 99.07 ± 0.30 38.06 ± 3.90 54.93 ± 4.02 0.99 ± 0.00 1h 20min
DistilBERT (128)-15K 83.08 ± 4.54 77.48 ± 0.58 80.11 ± 1.92 0.01 ± 0.01 82.31 ± 1.44 0.02 ± 0.02 0.42 ± 0.12 98.06 ± 0.43 57.90 ± 9.17 72.34 ± 7.47 0.98 ± 0.00 1h 15min
DistilBERT (128)-ALL 77.03 ± 3.83 79.46 ± 0.05 78.18 ± 2.00 0.00 ± 0.00 82.26 ± 0.78 0.00 ± 0.00 0.23 ± 0.05 98.76 ± 0.26 43.31 ± 5.10 60.03 ± 5.00 0.99 ± 0.00 1h 15min
DistilBERT (128)-ALL-MEC 77.03 ± 3.83 79.46 ± 0.05 78.18 ± 2.00 0.00 ± 0.00 82.26 ± 0.78 0.00 ± 0.00 0.23 ± 0.05 98.57 ± 0.28 42.79 ± 4.91 59.50 ± 4.83 0.99 ± 0.00 1h 14min
DistilBERT (128)-ALL ( 12𝛾 ) 77.03 ± 3.83 79.46 ± 0.05 78.18 ± 2.00 0.00 ± 0.00 82.26 ± 0.78 0.00 ± 0.00 0.23 ± 0.05 98.79 ± 0.25 43.23 ± 5.08 59.96 ± 4.97 0.99 ± 0.00 1h 15min
DistilBERT (128)-ALL-BC 77.03 ± 3.83 79.46 ± 0.05 78.18 ± 2.00 0.00 ± 0.00 82.26 ± 0.78 0.00 ± 0.00 0.23 ± 0.05 98.76 ± 0.26 43.31 ± 5.10 60.03 ± 5.00 0.99 ± 0.00 1h 17min

Real
Securities DITTO (128) 19.96 ± 0.00 91.99 ± 0.00 32.80 ± 0.00 19.95 ± 0.01 92.10 ± 0.02 32.80 ± 0.02 0.20 ± 0.00 19.35 ± 0.46 17.59 ± 4.77 18.28 ± 2.84 0.19 ± 0.00 4.8 min

DITTO (256) 19.96 ± 0.00 91.99 ± 0.00 32.80 ± 0.00 19.94 ± 0.00 92.11 ± 0.00 32.78 ± 0.00 0.20 ± 0.00 19.70 ± 0.01 20.93 ± 0.00 20.30 ± 0.01 0.19 ± 0.00 4.5 min
DistilBERT (128)-ALL 99.76 ± 0.03 97.77 ± 0.01 98.76 ± 0.01 99.73 ± 0.02 98.08 ± 0.04 98.90 ± 0.01 1.00 ± 0.00 99.73 ± 0.02 98.00 ± 0.04 98.86 ± 0.01 1.00 ± 0.00 2.6 min

Synthetic
Securities DITTO (128) 97.26 ± 0.00 52.51 ± 0.00 68.20 ± 0.00 96.39 ± 0.10 54.58 ± 0.52 69.69 ± 0.45 0.98 ± 0.00 98.22 ± 0.22 44.88 ± 4.88 61.54 ± 4.65 0.99 ± 0.01 29.6 min

DITTO (256) 97.26 ± 0.00 52.51 ± 0.00 68.20 ± 0.00 96.23 ± 0.25 57.08 ± 0.00 71.66 ± 0.06 0.98 ± 0.00 98.31 ± 0.33 56.68 ± 0.12 71.90 ± 0.18 0.99 ± 0.01 29.0 min
DistilBERT (128)-15K 97.26 ± 0.00 57.06 ± 0.03 71.59 ± 0.04 96.05 ± 0.00 57.06 ± 0.03 71.59 ± 0.02 0.98 ± 0.00 98.08 ± 0.00 56.56 ± 0.04 71.71 ± 0.03 0.98 ± 0.00 23.3 min
DistilBERT (128)-ALL 95.58 ± 2.03 53.28 ± 0.88 68.40 ± 0.20 87.81 ± 9.73 58.40 ± 1.50 69.82 ± 2.27 0.94 ± 0.04 96.70 ± 1.60 57.52 ± 1.02 72.11 ± 0.34 0.97 ± 0.01 23.4 min

WDC
Products DITTO (128) 19.71 ± 0.00 36.96 ± 0.00 25.71 ± 0.00 1.19 ± 0.31 50.38 ± 4.02 2.33 ± 0.59 0.01 ± 0.00 72.59 ± 2.21 9.02 ± 1.67 16.03 ± 2.69 0.84 ± 0.00 31 sec

DITTO (256) 19.71 ± 0.00 36.96 ± 0.00 25.71 ± 0.00 20.34 ± 0.06 39.97 ± 0.86 26.96 ± 0.15 0.01 ± 0.00 74.14 ± 2.89 18.06 ± 2.72 28.96 ± 3.30 0.85 ± 0.04 32 sec
DistilBERT (128)-ALL 39.64 ± 0.57 65.27 ± 1.15 49.32 ± 0.50 7.47 ± 4.78 71.4 ± 1.56 13.03 ± 7.75 0.43 ± 0.01 35.54 ± 1.29 57.93 ± 0.47 44.04 ± 1.06 0.53 ± 0.01 40 sec

in their names14 which make false positive predictions more
likely.

The Post Graph Cleanup scores show how false positive predic-
tions can be detected and removed with graph-based techniques
such as Algorithm 1. The recall scores are lower than the Pre
Graph Cleanup ones because the GraLMatch Graph Cleanup also
removes true positive matches, but the precision, F1 and Cluster
Purity scores show that without the GraLMatch Graph Cleanup,
a good entity group matching is not achieved.

Comparing the scores for the different models, we can see that
DistilBERT(128)-ALL has a higher pairwise recall but lower pre-
cision than DistilBERT(128)-15K. This lower precision forces the
GraLMatch Graph Cleanup to remove more predictions, which
causes it to end up with a lower F1 score. DistilBERT(128)-15K
has a lower recall due to being trained on fewer samples but

14This is also the case in the complete real database, but the set of labeled records
is considerably smaller in size and thus this phenomenon is not as significant.

achieves a higher precision. This higher precision means the
GraLMatch Graph Cleanup does not need to remove as many
predictions and makes it end up with the highest final F1 score.

Conversely, all DITTO variants consistently achieve a low
pairwise precision score on both real and synthetic companies,
leading to low Pre Graph Cleanup F1 and Cluster Purity scores.
On the real companies, the GraLMatch Graph Cleanup works
surprisingly well for DITTO and it achieves the highest F1 scores
but this is not the case for synthetic companies. Given that the
synthetic companies dataset is closer in size to the complete real
companies dataset (see Table 2) and contains more challenging
record groups to match (real companies mostly contain record
groups obtained via identifiers which are easy to match), we
come to the conclusion that having a high pairwise precision is
the most determining factor in achieving a good entity group
matching for large numbers of records.
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DistilBERT(128)-15K is the model reaching the highest pre-
cision and the best Post Graph Cleanup F1 score for synthetic
companies. This exemplifies the fact that training with more
data (and thus investing more in labelling) and/or carrying out
fine-tuning optimizations do not necessarily guarantee a good
entity group matching performance, where precision is the most
important factor.

Regarding the sensitivity of Algorithm 1, we can observe how
DistilBERT (128)-ALL-BC obtains a lower Post Graph Cleanup
Recall score than DistilBERT (128)-ALL, since theMinimum Edge
Cut removes more true positive edges than Algorithm 1 albeit in a
slightly shorter time. In turn, DistilBERT (128)-ALL-BC achieves
the same scores as DistilBERT (128)-ALL with only a slightly
longer running time because the Edge Betweenness Centrality
selects the same edges for removal as the Minimum Edge Cut.
DistilBERT (128)-ALL ( 12𝛾 ) obtains a half-way result between
both previous setups, confirming our intuition that generally the
Minimum Edge Cut is the faster but less accurate edge removal
technique. The specific threshold values we choose prove to be a
good compromise of accuracy vs speed although the small time
differences signify that the running time of the experiment is
dominated by the inference of the language models. Finally, the
similar final Post Graph Cleanup F1 scores indicate that Algo-
rithm 1 robustly achieves similar results with different choices
of thresholds.

Regarding the groups affected by data drift events, record pairs
presenting different textual attributes (names, descriptions) are
likely being predicted as non-matches, since fine-tuning teaches
themodels to predict pairs based on text alignment. Consequently,
scores largely represent how good models are at matching non-
edge case groups. In a real setting, however, most edge case
groups can be easily identified as they present matching identi-
fiers but are predicted as non-matches by the language models.
Their treatment will require additional knowledge sources, to
identify the type of data drift event, and should be done on a
case-by-case basis.

6.2.2 Securities Datasets. We now analyze the entity group
matching results on the security datasets. Similar to the match-
ing of companies, the pairwise matching performance (see first
column of Table 4) is generally worse than the performance on
the fine-tuning test pairs (see Table 3). We observe on the real
security dataset that both DITTO models predominantly predict
any pair to be a match, visible in the low precision while attaining
a high recall, whereas DITTO (256) performed well on its test
set. The synthetic dataset features more randomized identifiers
and many pairs which cannot just be matched by finding an
identifier overlap. Because of this, all models achieve precision
above 95%, while their recall is around 53%, with the exception
of DistilBERT(128)-15K at 57%.

During the pre graph cleanup (see second column of Table 4)
we see a slight increase in recall at the cost of precision, though
the securities are forming smaller clusters and thus do no exhibit
as many transitively matched false positives. Because of this,
the reduction in precision is much less severe, compared to the
company datasets. Furthermore, we observe the same pattern as
on the synthetic company dataset, where the DistilBERT(128)-
15K variant trained on less data outperforms the DistilBERT(128)-
ALL model.

After cleaning up the prediction graphs on the real security
dataset, both DITTOmodels reach lower metrics compared to the
pairwise matching performance with F1-Scores around 20%. This

clearly shows how the initial predictions have failed to learn any
useful pattern. The DistilBERT(128)-ALL model by comparison
reaches a F1-Score of 98.86%, further indicating that the encoding
structure of DITTO is not ideal for identifier-centric data. On
the synthetic security dataset, the methods achieve a comparable
precision, but the DITTO model needs to be double in size to
match the DistilBERT(128)-15K model’s performance in recall.
DistilBERT(128)-ALL here reaches the highest F1-Score of 72.11%,
though its precision is lower than the other models.

6.2.3 WDC Products. Finally, we analyze the entity group
matching results on the WDC Products dataset, presented in
the last rows of Table 4. As in the other datasets, the pairwise
scores are worse than those obtained during fine-tuning due
to the same reasons i.e. some true pairs being discarded by the
blocking and the blocking candidate pairs being more difficult
to classify than the test pairs evaluated during fine-tuning. In
terms of entity group matching, we can again observe how the
Pre Graph Cleanup Precision scores drop due to the effect of false
positive pairwise predictions. The model with the highest pair-
wise precision, DistilBERT(128)-ALL, achieves the highest Post
Graph Cleanup F1 score whereas DITTO (128) and DITTO (256),
which present much lower pairwise precisions, both achieve
lower F1 scores. Contrary to other datasets however, DITTO
(256) achieves the best Pre Graph Cleanup F1 score but not the
best Post Graph Cleanup F1 score. This is likely due to our Graph
Cleanup method, which is not fit to matching settings where
record groups of heterogeneous sizes have to be discovered such
as the one this dataset presents. Using a better suited Graph
Cleanup method should revert this phenomenon.

7 CONCLUSIONS
In this paper, we have discussed the particularities of the multi-
source Entity Matching problem, that we refer to as entity group
matching, where the challenge is to assign records, belonging to
the same real-world entity, to the same group. We have presented
two new benchmark datasets made up of companies and financial
securities records, inspired by a real-world use-case. We have
introduced the concept of transitively matched records and illus-
trated how false positive pairwise predictions affect the group
assignment of large numbers of records leading to considerable
numbers of false transitive matches. We have shown how these
false pairwise predictions can largely be corrected via the use of
graph-based algorithms such as the one we propose, GraLMatch.

Moreover, our experiments have shown that fine-tuning Dis-
tilBERT, a Transformer-based model with relatively few parame-
ters, on a limited number of records yields a better out-of-sample
performance than fine-tuning with more samples and/or with
different fine-tuning optimizations. As our experiments illustrate,
precision is the key to achieving a good entity group matching
especially with large volumes of records.

Our approach addresses and solves a pressing real-world problem
in the financial industry. Companies operating in this sector spend
significant time on obtaining data from different data vendors to
ensure comprehensive coverage across different instruments and
geographies. The costs associated with these data licenses can
reach millions of dollars for comprehensive data feeds frommajor
providers like Bloomberg, Thomson Reuters (Refinitiv), etc. Our
proposed approach will allow companies to have one-stop-shop
access to financial data, which underpins almost every aspect of
their operations.
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