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ABSTRACT
Dataset discovery and exploration involve identifying and understanding the available data, thereby informing users as to what data analyses may be possible. Discovering and exploring the relationships between datasets benefits from tool support, and in this tutorial, we specifically consider techniques that underpin dataset search, data navigation, dataset annotation and schema inference. Although there are are significant results in each of these areas, in practice they are far from independent of each other, and can share both objectives and underlying techniques. As a result, this tutorial not only seeks to provide insights into the challenges and opportunities of these areas in isolation, but also points out how they can complement and inform each other. The tutorial is associated with a Python Notebook to illustrate the concepts and techniques discussed in practice.

1 INTRODUCTION
Data scientists are employed to obtain value from data, but survey evidence indicates that they spend in the region of 80% of their time preparing the data for analysis [1]. Drilling into this figure, 19% of the time is being spent on collecting data sets and 60% on cleaning and organising data. The subject of this tutorial is Dataset Discovery and Exploration, and in particular techniques and tools that aim to enhance the productivity of data scientists and engineers when faced with obtaining insights from large, potentially valuable but minimally curated data repositories. In relation to how data scientists spend their time, this likely includes all of the time spent on collecting data sets and at least some of the time spent on obtaining the knowledge necessary for organising the data. Relevant repositories could include data lakes [2], open data [3] or web tables [4].

Data management researchers have long recognised that there are challenges and opportunities obtaining an understanding of the available datasets and relationships between them, and there are results of substance in several different areas. In this tutorial, we will specifically cover:

- **Dataset search**: given a request, for example in the form of keywords or an available dataset, return a ranked list of datasets from a repository that meet the request (e.g., [5–9]).
- **Data navigation**: given a collection of datasets, identify a set of relationships between those datasets that represent features such as shared domains or joinability (e.g., [10–14]).
- **Dataset annotation**: given a collection of datasets and an ontology, associate datasets or their properties with concepts from the ontology that represent their semantics (e.g., [15–19]).
- **Schema inference**: given a collection of datasets, return a schema that summarises the structural features of the datasets in the repository (e.g., [20–24]).

All of these areas have been associated with significant technical results, and indeed there are surveys on several of these areas, typically from area-specific communities [7, 21, 23]. However, this emphasis on individual areas means that it can be difficult to see the wood for the trees: these areas address different aspects of the wider problem of Dataset Discovery and Exploration, and this tutorial seeks to make explicit recurring challenges, shared technical approaches and potential for synergies across these areas.

There have been several proposals that bring together different aspects of dataset discovery and exploration. For example, Aurum supports both search and join discovery [11], and Blend [25] proposes a collection of operators for column search and comparison along with a framework for composing these operators. There have also been usability evaluations of systems that support several different aspects of dataset search and navigation [26, 27]. However, more integrated investigations are in the minority, and we hope to encourage further integrated studies through the tutorial.

2 FUNCTIONALITIES
There is likely no fully accepted definition as to what constitutes data discovery and exploration, but here are some possible definitions:

- **Dataset discovery** is the process of identifying datasets that may meet an information need. This may, e.g., be...
done directly through a search, by navigating from related datasets, or by browsing the datasets with a specific annotation.

- **Dataset exploration** is the process of understanding the properties of datasets and the relationships between them. This may, for example, be carried out by exploring the relationships of a given dataset, by viewing shared annotations at dataset or attribute level, or by exploring relationships that are shared by several datasets in an inferred schema.

Both dataset discovery and dataset exploration tend to build on notions of similarity, which can be **syntactic** or **semantic**:

- **Syntactic similarity** captures relationships between tokens or collections of tokens. Some techniques that use syntactic similarity may be exact; if the aim is to identify joinable columns, then a join may only succeed when an equality predicate is applied to completely consistent representations. However, syntactic similarity may also involve partial values, for example by applying Jaccard similarity to sets of n-grams. Thus syntactic similarity can accommodate some level of representational inconsistencies, but is unlikely to cope with USA in relation to United States of America or record in relation to album.

- **Semantic similarity** captures relationships between the meaning of table, column, row or cell values, which may or may not be syntactically similar. Semantic similarity often builds on word embeddings [28] or language models [29] to construct multi-dimensional representations for data model constructs.

It would be possible to classify functionalities to support dataset discovery and exploration in different ways, but here we consider the areas illustrated in Figure 1.

### 2.1 Dataset Search

Given a repository of data, a search aims to retrieve datasets that, individually or together, satisfy an information need. A request may take different forms, for example, as Keywords, a Dataset or a Query.

- **Keyword search** allows users to target data with minimal knowledge of dataset structure and relationships. Keyword search can apply to a dataset’s header and/or body and/or annotations [7].

- **Dataset-driven search**, given a dataset perhaps from other search or navigation tasks, looks for other datasets with similar Header and/or Body values to identify more data like this [6]. A version of this type of search is the Table Union Search problem that prioritises unionable tables rather than considering other notions of similarity [8].

- **Query driven search** seeks to support more precise requests. For example, Aurum [11] provides a language for querying a model in which nodes are columns in a repository, and edges represent relationships.

Search results tend to be provided as a ranked list, and as a result techniques are evaluated for effectiveness using metrics such as **mean reciprocal rank** or **precision @ k**.

### 2.2 Dataset Navigation

Having identified a dataset, for example through Dataset Search, it is often useful to identify related datasets that may provide additional information or context. In practice, different types of relationship have been investigated, through:

- **Join Path Discovery** which identifies relationships between datasets that can underpin joins. Joins depend on extensional similarity, so searching for candidate join paths involves identifying joinable tokens at the instance level (e.g., [30, 31]).

- **Semantic similarity**, which identifies similarity relationships between datasets that may not support a join, for example because of disjoint or inconsistent representations. Thus semantic similarity highlights where related concepts are represented in a repository (e.g., [10, 13]).

- **Domain Discovery**, which identifies dataset attributes that share a domain, where a domain is a collection of values that instantiate an application concept (e.g., [14, 32]). For example, REM and U2 are both in the domain of Rock Bands.

The effectiveness of navigation techniques typically involves relating results to a manually produced ground truth, though note that some results may be subjective. For example, what is a suitable granularity for domains? Should Rock Band be a domain, or is the more general Music Group more suitable?

### 2.3 Dataset Annotation

In a large repository, there are likely to be a variety of naming conventions, for example because the data was originally produced by different publishers. Data annotation is the process of associating intensional or extensional data items with terms from a vocabulary or concepts from an ontology. Datasets may be annotated at different levels of detail:

- **Entity Annotation** acts at the instance level, to pin down the interpretation of a token or string (e.g., [17]), for example to make explicit if the string **Texas** is referring to the city (http://dbpedia.org/resource/Texas) or the Scottish alternative rock group (http://dbpedia.org/resource/Texas_(band)).

- **Semantic Type Annotation** associates a complete dataset with an annotation (e.g., [19, 33]). The semantic type of a table could be inferred from the entity annotations of its subject attribute, from column headers, etc.

- **Property Annotation** provides annotations to individual attributes, potentially with literal types (e.g., phone numbers) or semantic types (e.g., work phone numbers) (e.g., [19, 34]).

The effectiveness of techniques for inferring annotations tends to be measured using metrics such as precision and recall against benchmark datasets (e.g., [35]). While using external ontologies brings new evidence to dataset discovery and exploration tasks, effective annotation depends on ontology coverage, and there is a risk that the available ontology may not reflect the aspects of the domain that are relevant to the task at hand.

### 2.4 Schema Inference

In a large repository, there are often multiple datasets describing a single concept. Thus, if the schema of a repository is the union of the schemas of the datasets in the repository, there may be many more datasets in the schema of the repository than there are concepts in the represented repository. Thus schema inference over a collection of datasets infers a schema that represents the data in the repository, but is typically much smaller than the schema of the repository. Schema inference may support:

- **Querying**, in which case the aim is to infer a schema that precisely describes the underlying data, so that it can be
queried. This approach does not resolve representational inconsistencies, and generally assumes that the underlying documents are somewhat similar. This approach has primarily been explored for XML and JSON [36, 37].

- **Documenting**, in which case the aim is to identify recurring features in the underlying repository, such as many datasets representing company data, which can be grouped together as a single type in an inferred schema. It is common to infer a schema that broadly retains the same level of detail in sources, but abstracts over (some) representational inconsistencies (e.g., [38–40]).

- **Summarizing**, in which case the aim is to identify the most important features in the underlying repository and to present them as representative of the repository as a whole (e.g., [24, 41]).

For evaluation, Schema Inference for Querying tends to produce a schema that is correct in the sense that the inferred schema describes every dataset, so goals tend to relate to the size or strictness of the result. In contrast, for Documenting and Summarizing, the correct answer is likely to be subjective and thus human judgements on suitability may come into play.

### 3 SYNERGIES, SIMILARITIES, CHALLENGES AND OPPORTUNITIES

Although the functionalities in Section 2 are superficially distinct, we can identify overlaps and synergies between them. For example, **Dataset Search** can make use of relationships between datasets, so that a search can identify sets of tables that when joined may satisfy a search request [6]. Furthermore, **Schema Inference** may act over the results of a Dataset Search, rather than generating the potentially voluminous schema of a complete repository. In addition, the results of Dataset Annotation could be used to inform searches, or to identify which datasets are part of the same type in Schema Inference.

There has been a lot of good work on diverse topics / approaches. However, individual research results tend to be narrow and deep, and thus the extent to which the results are in a position to significantly advance the productivity of data scientists using data catalogs is not yet clear. Perhaps there is now a significant opportunity for deployment of results – the transfer of techniques from the research community to products, open source systems and data platforms. Such an activity may well also flush out research gaps and challenges. An orthogonal opportunity likely also exists to make fuller use of recent developments in AI, such as deep clustering [42], foundation models [29] and retrieval augmented generation [43].

### 4 SUPPLEMENTARY MATERIAL

The tutorial is complemented by:

- **Demonstration Software**: we make available a Python Notebook⁷ that allows experimentation with (original or reimplementation of) techniques that support all of:
  - dataset search, specifically D²L [6].
  - dataset annotation, specifically TableMiner+ [19].
  - schema inference, specifically clustering over similarities derived using StarMine [44].

- **A survey**: we have a paper in ACM Computing Surveys on Dataset Discovery and Exploration [45] that provides a systematic comparison of proposals in each of dataset search, data navigation, dataset annotation and schema inference at a level of detail well beyond that provided here.
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