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ABSTRACT
In recent years, the application of graph analytics has been shown to provide huge value in many application domains. However, the growing adoption of graph analytics corresponds to an increasing need to protect sensitive information in graph data. In this context, differential privacy has become the de facto standard for privacy-preserving data analysis under strong mathematical guarantees. This tutorial provides a comprehensive overview of differentially private methods and techniques to protect sensitive information while conducting meaningful graph analysis. We explore a variety of definitions, mechanisms, examples, and case studies to demonstrate the application of these methods in various scenarios.

1 MOTIVATION, GOALS, AND OBJECTIVES
Graph analytics refers to techniques and tools used to examine, interpret, and extract insights from complex relationships, structures, and interconnections in graph data structures [38]. Such analyses have applications in various disciplines, including physics, mathematics, computer science, biology, sociology, and economics. Because graphs usually contain sensitive information, releasing this data for analysis without sufficient privacy guarantees may seriously jeopardize the individuals’ privacy. Current laws and regulations on data privacy (see, e.g., the General Data Protection Regulation [48] in E.U. and the Federal Communications Commission regulations [14] in the U.S. around customer proprietary network information) require that individuals are no longer re-identifiable from released information.

Differential privacy (DP) [10] has emerged as the de facto standard notion of privacy for data release. It offers a formal definition of privacy with interesting properties, such as no computational/informational assumptions about attackers, data type-agnosticism, and composability [33]. The main idea behind differential privacy is that a given query is answered by a randomized algorithm that queries private information and returns a randomized answer sampled from an output distribution. A randomized algorithm is also referred to as a mechanism. A mechanism is differentially private if the probability distribution of the outputs does not change significantly based on the presence or absence of an individual.

In this tutorial, we will explore a set of differentially private methods and techniques applicable to graph analytics, aiming to protect sensitive information and enable meaningful analysis in graph-based data structures. The materials introduced in this tutorial will provide a comprehensive guide to understanding which techniques are more suitable for different graph analyses. We will also aim to identify relevant open problems and research directions for the community in this field of study.

2 TUTORIAL OUTLINE
This tutorial will be presented in 1.5 hours. It will consist of 5 main modules. The first module will focus on the foundations of graph analytics and will last 10 minutes. The next two modules, “Introduction to Differential Privacy” and “Differential Privacy for Graphs”, will focus on designing differentially private strategies to preserve the privacy of graph data, each lasting 20 minutes. The subsequent module will focus on applications and use cases of differential privacy for graph analytics and is scheduled for 30 minutes. Finally, the concluding module will focus on identifying open problems and future directions and will last 10 minutes.

2.1 Fundamentals of Graph Analytics
This module presents an overview of graph data structures and common analysis. In contrast to traditional tabular data analytics, graph analytics focuses on analyzing the structure, relationships between vertices and edges, and the flows composing graph data. Common statistics of interest for graph data include node degrees, associated degree distribution, centrality metrics, and other pertinent measures. Additionally, subgraph counts and various distance metrics are also notable cases frequently examined in graph analysis. We will present these metrics and illustrate inherent privacy concerns in graph analytics, motivating the need for formal guarantees to provide sufficient protection against privacy violations.

2.2 Introduction to Differential Privacy
In this module, we introduce the main concepts of differential privacy, highlighting its key principles and core components.

2.2.1 Intuitions and definition. In the original definition of differential privacy, private data is viewed as a collection of records, with each record corresponding to an individual. In essence, differential privacy promises privacy protection by injecting noise into these records, i.e., modifying the original data by introducing randomness [11]. It is important to mention that DP is not a single tool but rather a paradigm that quantifies and manages privacy violation risks. Then, differential privacy can be adopted from simple statistical estimations to machine learning [53]. This section covers the DP definition and the notion of neighboring datasets using examples.

2.2.2 Privacy budget and sensitivity. Differential privacy allows a minor change between the output of the real analysis and the output generated when a single register is added or removed from a given dataset. This minor change is controlled by the parameter ε, also known as privacy budget. We discuss in this section that it is not simple to define an adequate ε for an application [47]. Additionally, we introduce the notion of sensitivity [11], which measures the maximum impact on data analysis by adding or deleting any data record in the dataset. We also cover the smooth sensitivity framework for answering high-sensitivity queries [39]. Attendees will learn how to compute the sensitivity of analysis and how to establish bounds on privacy loss.
2.2.3 Mechanisms and properties. Mechanisms are ways of achieving differential privacy. In this section, we cover classic differentially private mechanisms, including randomized response [11], Laplace mechanism [11], geometric mechanism [15], and exponential mechanism [32]. In addition, composition theorems, including sequential composition, parallel composition, and post-processing, are all covered to conduct multiple DP analyses.

2.2.4 Local Differential Privacy. The basic (global) setup of differential privacy involves a trusted curator (third party) that has access to the original data and globally adds noise to achieve differential privacy. However, finding a genuinely trusted third party for data collection and processing can be challenging in some practical scenarios, restricting the applicability of global differential privacy approaches. To address this concern, we present local differential privacy (LDP) as an alternative approach that eliminates the need for a trusted data curator [9].

2.3 Differential Privacy for Graphs
The fundamental concept of differential privacy relies on the definition of neighboring datasets. In previous definitions, a neighboring dataset is defined as a dataset obtained by adding or removing a single record. In the context of graphs, which primarily focus on the relationships between individuals, the association between private data and dataset records becomes less clear. This module gives an overview of extended differentially private definitions for graphs [3, 16, 23, 26, 44] as well as DP mechanisms [4, 13, 19] that can be adopted to provide data privacy in graph analytics.

2.3.1 Node DP. This section explores the node-level differential privacy definition [26], which allows limited inference about the existence or absence of a node (entity) in a graph. Node differential privacy aims to protect both the nodes and their adjacent edges. Node DP is much harder to achieve than other differentially private definitions for graphs since it may be infeasible to design node-differentially private algorithms that provide accurate graph analysis.

2.3.2 Edge DP. This section covers another important extended definition of DP for graphs, denoted edge differential privacy [16]. Edge DP was the first adaptation of DP to deal with graphs. It is a method that hides the presence or absence of a single edge in a graph. In certain applications, this level of privacy assurance may be reasonable. However, there are scenarios where it becomes desirable to extend privacy protection beyond individual edges.

2.3.3 Edge-weight DP. The two main alternatives for applying differential privacy on graphs (edge and node DP) are not well suited to weighted graphs. In general, it is impossible to release, e.g., shortest paths, with meaningful utility under edge-DP or node-DP since changing a single edge can significantly change the distances in a graph. Therefore, this section discusses two new notions of differential privacy for weighted graphs. In the first one [44], two graphs are said to be neighbors if they have the same topology and similar weight functions. In contrast to the previous formulation, the authors of this tutorial proposed a new definition for neighboring weighted graphs that consider both the graph topology and the edge weights as private information [2, 3].

2.3.4 Attributed graphs. Another case where neither node-DP nor edge-DP privacy models are adequate to provide desirable graph utility is when graphs have attributes attached to their edges or nodes. Initially, this section covers a proposed new neighboring definition to deal with attributed graphs under DP guarantees, denoted edge-adjacent attributed graphs [23]. Another definition related to attributed graphs will also be presented [30], which considers two attributed graphs to be neighboring if one can be obtained from another by adding/removing one certain attribute along with all related edges.

2.3.5 DP mechanisms for graphs. In this section, we briefly give an overview of mechanisms that can be applied in graph analytics, such as recursive mechanism [4] for subgraph counting, XOR mechanism [19] for general social network analysis, and local dampening mechanism [13] for influential node analysis. The authors of this tutorial proposed the latter.

2.4 Differentially Private Graph Analysis
This module starts with an overview of the research in private graph analysis [22, 29]. We discuss how differentially private techniques are applied to analyze graphs, providing significant utility and guaranteeing data privacy. Details about the proposed methods are presented according to the following categorization of graph analysis and applications: (1) entire graph release and random graphs; (2) degree sequence and subgraph counting; (3) centrality and community detection; (4) shortest paths and distances; and finally (5) graph neural networks (GNNs).

2.4.1 Entire graph release and random graphs. Differentially private release of the entire graph has been studied extensively in recent years. The main advantage of these approaches is that they are agnostic to the analysis in the sense that one can compute any statistics on the released graph. In this scenario, Pygmalion [43] aimed to release the graph topology under edge-DP by extracting a graph’s detailed structure into private 𝑑𝐾-graph [31] and then generating a synthetic graph. Wang and Wu [49] subsequently proposed an improvement in the utility of the 𝑑𝐾-graph model by calibrating noise based on the smooth sensitivity. A different approach [51] that adopts the Hierarchical Random Graph (HRG) model [5] was introduced to release network data. The authors observed that the noise scale enforced by DP could be reduced by estimating the connection probabilities between nodes. Top-m filter (TmF) [36] was proposed to remedy scalability problems in previous work. It adds Laplace noise to each cell in the adjacency matrix and uses an idea similar to High-pass Filter [6] to avoid the materialization of the noisy adjacency matrix. Recently, Itikhar et al. [18] developed a micro aggregation-based framework for graph anonymization, which perturbs graphs by adding noise to the distributions of the original graphs. PBCN [17] was also developed to release noisy graphs under edge-DP. Due to the difficulty in obtaining high-utility private mechanisms when releasing the entire graph, there is just one recent work [21] related to node differential privacy when compared to edge-DP. The tutorial covers the main approaches to releasing and generating random graphs.

2.4.2 Degree sequence and subgraph counting. Another widely studied graph statistic is the degree sequence of a graph. Hay et al. [16] proposed a constraint inference-based technique to release degree sequences via DP mechanisms. Karwa and Slavković [25] introduced an optimization step after constraint inference. Subgraph counting queries count the number of times a certain subgraph appears in a given graph. Common subgraphs include triangles and stars. In this context, Karwa et al. [24] extended the
results of smooth sensitivity to privately release $k$-stars and $k$-triangles. In addition, the ladder function [32] was used to achieve high accuracy with efficient time complexities. This approach effectively combines the concept of local sensitivity at a distance $t$, from the smooth sensitivity framework [39] with the exponential mechanism, also allowing the counting of $k$-cliques in a graph. Sun et al. [45] presented a technique to privately release some graph statistics, such as triangles, three-hop paths, and $k$-clique counts under LDP. We highlight the main techniques in this tutorial.

### 2.4.3 Centrality and community detection

In social network analysis, centrality measures and community detection are essential for understanding complex topologies and relationships between individuals [27, 46]. In this context, Nguyen et al. [37] adopted the Louvain method as the back-end community detection for input perturbation schemes and proposed the LouvainDP method. Ji et al. [20] proposed an algorithm to protect the privacy of both network topology and node attributes in community detection in social networks. Additionally, the XOR mechanism [19] presents promising results in detecting communities given network topology, i.e., the released adjacency matrix. Betweenness centrality of a node when relevant edge information is spread is privately addressed by Roohi et al. [41]. It is essential to mention that some of our works [3, 13] are also suitable for identifying influential nodes in both weighted and non-weighted networks. The tutorial provides a comprehensive overview of these techniques.

#### 2.4.4 Shortest paths and distances

Sealfon [44] aimed to release weighted shortest paths between pairs of nodes and approximate distances between all pairs of nodes without revealing sensitive information. Fan and Li [12] revisited the problem of privately releasing approximate distances between all pairs of nodes and recently improved Sealfon’s results. Li et al. [28] presented a merging barrels and consistency inference (MBCI) approach to releasing weighted graphs under DP guarantees. Recently, our work [2, 3] proposed both global and local DP approaches to release weighted graphs, also privately analyzing the weighted shortest paths and distances. In the tutorial, we present those methods.

#### 2.4.5 Graph neural networks

Recently, graph neural networks (GNNs) have gained significant attention due to their ability to capture complex relationships and dependencies between nodes in a graph [50]. In this context, some differentially private techniques have been proposed. Olatunji et al. [40] introduced PrivGNN, a framework that protects sensitive data while releasing the trained GNN model. Daigavane et al. [8] proposed a graph neighborhood sampling scheme while preserving node-level privacy. The works mentioned above enforce privacy only during training and/or model release. This fact puts user information at risk if the data curator is malicious. Contrarily, Bhaila et al. [1] proposed RGNN, a reconstruction-based GNN learning framework that can guarantee node privacy while adopting local DP. The tutorial provides an overview of these and other techniques [7, 35, 42].

### 2.5 Open Problems and Research Directions

Despite significant improvements in addressing the privacy-preserving problem while analyzing graph data, several issues still need to be tackled. This module explores these remaining issues, providing strategies and potential solutions to advance privacy-preserving techniques in graph analysis further.

### 3 INTENDED AUDIENCE

This tutorial is aimed at individuals with a foundational understanding of probability (including distributions, means, and variances), data analysis, and graphs/networks. The target audience includes data scientists and analysts, researchers, machine learning practitioners, privacy and security professionals, software engineers, and application developers who deal with sensitive data. The tutorial does not assume prior knowledge of differential privacy.

### 4 EARLIER VERSION OF THE TUTORIAL

A version of this tutorial was presented at the Brazilian Symposium on Databases - SBBD 2023 [34] and focused on a general review of node-DP and edge-DP models applied only to social network analysis. The current EDBT tutorial proposal provides a comprehensive and deep review of the mentioned models for graphs in general and other neighborhood definitions to offer privacy protections for more graph analytics. We also cover applications of differential privacy in machine learning and data mining. In addition, recent open problems and research directions are presented in this tutorial.
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