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ABSTRACT

Serving deep learning (DL) models on relational data has become a critical requirement across diverse commercial and scientific domains, sparking growing interest recently. In this visionary paper, we embark on a comprehensive exploration of representative architectures to address the requirement. We highlight three pivotal paradigms: The state-of-the-art DL-centric architecture offloads DL computations to dedicated DL frameworks. The potential UDF-centric architecture encapsulates one or more tensor computations into User Defined Functions (UDFs) within the relational database management system (RDBMS). The potential relation-centric architecture aims to represent a large-scale tensor computation through relational operators. While each of these architectures demonstrates promise in specific use scenarios, we identify urgent requirements for seamless integration of these architectures and the middle ground in-between these architectures. We delve into the gaps that impede the integration and explore innovative strategies to close them. We present a pathway to establish a novel RDBMS for enabling a broad class of data-intensive DL inference applications.

1 INTRODUCTION

Recently, key applications emerged from the desire to nest SQL queries with deep learning inferences, including but not limited to the following categories:

• Commercial applications such as credit card fraud detection, personalized recommendation, customer service chatbots, and anti-money laundering (AML). These use cases increasingly rely on deep learning [13, 17, 27, 38, 51, 75], and are latency-critical. In these cases, transaction data, order data, and customer profiles are usually managed by a relational database management system (RDBMS), and subject to SQL queries for updates and analytics.

• Scientific applications also benefit from the intriguing capabilities of integrating deep learning and RDBMS for efficient surrogate models and self-driving lab experiments[62]. For example, real-time control coupled with material modeling requires fast access to pre-computed results to trigger model inferences. [49, 62].

• AI-enhanced autonomous RDBMS increasingly uses Deep Learning (DL) [39, 40, 78, 82, 90]. In order to minimize the runtime overheads incurred by AI techniques, it is critical to reduce the latency of DL inferences for these techniques.

Start your paraphrase from here...
and scheduling the operations within the UDF in a fine-grained style. As a result, it shares many problems with the DL-centric architecture, such as the difficulty in co-optimizing the relational processing and UDF processing and in handling large-scale tensors.

- The relation-centric architecture facilitates co-optimization of inference computations and relational processing by converting the former to the latter. In addition, it views a tensor as a collection of tensor blocks, which can resolve the OOM errors in resource-constrained CPU/GPU environments leveraging RDBMS’s disk spilling and caching capabilities. However, not all DL operations can benefit from the conversion into relational processing. It significantly increases latency by converting small model inference computations that fit into the CPU/GPU caches from UDF processing into relational processing.

On the other hand, each existing architecture has significant limitations to meet the latency and resource requirements of various applications. On the other hand, it is challenging for users to identify the optimal architectural design and it is also not ideal to develop a domain-specific solution for each type of application, which requires significant systems expertise and expensive development costs. Therefore, there exists an urgent requirement for a new architecture with a user-friendly interface and an efficient and intelligent kernel that is adaptive to a diverse array of applications.

Our Vision: In this work, we advocate for a novel RDBMS that seamlessly integrates the DL-centric, UDF-centric, and relation-centric architectures as well as various middle grounds in between these architectures. The envisioned system consists of the following novel components, as illustrated in Fig. 1:

- A novel unified intermediate representation (IR) to enable a novel query optimizer that not only dynamically selects one of the DL-centric, UDF-centric, and relation-centric representations for each operator, but also co-optimizes the SQL processing and the model inferences by designing novel transformation rules (Sec. 2).
- A novel unified resource management framework for tuning the threading and memory allocation for DB operations, DL runtime operations, DNN library operations, and linear algebra operations, and dispatching these operations to devices (Sec. 3).
- A novel storage co-optimization framework for tensor blocks and relational data that facilitates new techniques, such as the novel accuracy-aware data/model deduplication and the novel physics database design that considers data/model co-partitioning (Sec. 4).
- Model serving techniques newly adapted for RDBMS, such as using RDBMS indexing to cache inference results in an application-aware style (Sec. 5).

Expected Benefits. The proposed novel RDBMS design has numerous advantages over the state-of-the-art architecture and other potential architectures. First, it enhances the productivity of developing applications that desire DB functionalities such as SQL, transaction management, and access control and shortens the time to market. Second, it delivers superior performance for a broad class of inference applications at different scales through unified optimization for computation, resource management, and data storage. Third, it effectively avoids the cross-system overheads for applications bottlenecked by data transfer. We discussed more benefits such as extensions to training in Sec. 6. We further validates some of the ideas in Sec. 7.

2 QUERY COMPILATION AND OPTIMIZATION

Challenge 1. How to design a query compilation framework to dynamically generate the DL-centric, UDF-centric, and relation-centric representations for each operator and facilitate co-optimization of relational processing and DL inference computations?

(1) Unified intermediate representations (IR). We consider the following options for designing a unified IR to address the challenge.

- Multi-level IR. Multi-Level Intermediate Representation (MLIR) [42, 43] is developed by Google and LLVM for integrating multiple levels of IR dialects for machine learning processing. Recently, LingoDB [36] and Daphne IR [20] provide an MLIR dialect for relational processing, which can serve as a nice foundation for integrating with existing dialects for AI/ML computations developed by the MLIR community to facilitate cross-optimizations within the MLIR framework. However, a challenging problem is how to co-optimize the DB dialect and ML dialects, and how to glue MLIR and RDBMS runtime for parallel query execution, caching, and indexing [54, 55]. These are not discussed in existing works.

- A Novel Adaptive In-database IR. An alternative is to extend existing relational algebra IR to represent linear algebra computations as UDFs or relational operators adaptively. This approach may seamlessly integrate with the RDBMS runtime. For example, we consider an IR, where each node is a traditional relational operator or a model UDF operator. The latter corresponds to a DL model inference computation. Such computation can be lowered
to a graph IR, where each node represents a linear algebra operator such as matrix multiplication, matrix addition, relu, softmax, conv2d, etc.

Both options can support flexible IR transformations required by the envisioned system. First, each linear algebra operator can be flexibly converted into relational operators when a tensor exceeds available memory. For example, a large-scale matrix multiplication can be replaced by a join followed by an aggregation as illustrated in Fig. 1c [77]. Second, one or more operators can be offloaded to external DL runtimes, e.g., for pipelining across multiple GPU devices. Third, multiple simple linear algebra operators can be merged into one coarse-grained UDF by invoking libraries, such as CuDNN [56], and IBM zDNN [3], or using code generation [15, 60, 71], to reduce data transfer latency.

(2) Co-Optimization. A unified IR will open opportunities for co-optimizing SQL processing and DL models, such as novel query transformation rules. For example, consider a pipeline that first joins two separate wide feature datasets $D_1$ and $D_2$ to obtain the entire features and run a FFNN model on top of the features. If the first layer of the model is an embedding layer or a fully connected layer that will reduce the feature dimensions significantly, we may decompose the corresponding weight matrix $W$ into two submatrices $W_1$ and $W_2$, each of which only processes the features belonging to $D_1$ or $D_2$ respectively, so that $W \times (D_1 \bowtie D_2) = (W_1 \times D_1) \bowtie (W_2 \times D_2)$. Then, a novel query transformation rule is to push down the submatrix multiplication $W_1 \times D_1$ and $W_2 \times D_2$ before we perform the join. It will reduce the intermediate data size if the number of features in the outputs from $W_1 \times D_1$ and $W_2 \times D_2$ are significantly smaller than the total number of features in $D_1$ and $D_2$.

Considering the tremendous flexibility, optimizing for complicated inference queries could be expensive. In addition to employing standard techniques such as learning-based optimization [39], Bayesian optimization [26], and query graph partitioning [31], a promising technique is ahead-of-time (AoT) compilation [44, 80, 81]. For example, when loading a model into RDBMS, the system will generate multiple execution plans at compilation time and select the best plan at runtime.

3 UNIFIED RESOURCE MANAGEMENT

Challenge 2. How to unify the resource management for RDBMS, DL runtimes, and DL libraries invoked from UDFs?

(1) Hyper-Parameter Tuning. Tuning parameters is important in coordinating resources between the RDBMS runtime and external DL runtimes colocating on the same machine. For example, while configuring the RDBMS buffer pool sizes, we shall also consider the memory requirements of the DL runtimes. Similarly, in the UDF-centric approach, the UDF, e.g., invoking OpenBLAS libraries, may rely on OpenMP for parallelism. We must carefully configure the number of threads for the SQL query processing and OpenMP. Otherwise, significant context switch overheads may occur. For example, multiple RDBMS threads execute the same pipeline stage that contains linear algebra operators in data-parallel style. However, each linear algebra operator may run with a different number of OpenMP threads.

Existing RDBMS and ML hyper-parameter tuning works [14, 45, 46, 48, 69, 79, 86] did not consider the heterogeneous nature of these threading configurations of UDF-based linear algebra operators. The heterogeneity in the tasks executed by the RDBMS threads and ML threads made the formulation of the hyper-parameter co-optimization problem challenging. In addition, each ML thread may have a different lifetime, which further complicates the problem. In addition, hyper-parameter search usually requires either significant search latency at the online stage or significant offline overheads for training surrogate models, reinforcement learning, etc. Motivated by these challenges, it is promising to explore novel data-efficient hyper-parameter learning techniques, such as meta-learning, zero-shot, and few-shot learning with generative models [52]. In addition, it may retrieve heuristic or historical knowledge as contexts through nearest-neighbor indexing to augment the learning process.

(2) Device Allocation. Whether DL inference computation may benefit from hardware accelerators such as GPU depends on many factors. According to our study of decision forest inference [28], we found that for inference queries that involve simple models and small datasets, the overheads of moving data from host memory to GPU memory could outweigh the performance benefits brought by GPU acceleration. The resource management of the envisioned system should intelligently allocate devices like CPU and GPU to different inference queries.

To resolve the problem, one option is to extend the physical query optimizer to model the running of each UDF that encapsulates DL operator(s) as a producer-transfer-consumer process [67] and estimate the overall latency accordingly depending on how the GPU-GPU data transfers are overlapped with CPU/GPU processing. Such an approach will be novel because existing UDF optimization works [19, 57, 90] focus on logical optimization.

4 STORAGE CO-OPTIMIZATION

Challenge 3. How to manage the storage and caching of relational, tensor, and vector data in a unified way?

The inference queries need to manipulate both relational data and tensor/vector data and we focus on the following opportunities.

(1) Accuracy-Aware Deduplication and Compression. Different from relational data that must be stored exactly, some errors/approximations in the tensor/vector data may not significantly affect the downstream application accuracy. In addition, similar tensor/vector data may be deduplicated approximately to reduce storage costs and memory footprint [63, 83].

Therefore, in RDBMS, the caching of model data should facilitate error-bounded compression and deduplication. For example, the weights that are approximately shared by multiple tensors or the embedding vectors that are frequently accessed or are insignificant to the inference results should be prioritized in the caching hierarchy.

Moreover, the RDBMS should facilitate accuracy-aware query optimization. For example, the storage optimizer may automatically employ compression, such as pruning and quantization, to create multiple versions of the same model with different size, efficiency, and accuracy trade-offs. Then, the query optimizer may dynamically select one version of the model for runtime query processing based on the latency and accuracy requirements defined in the Service Level Agreement (SLA). In addition, managing DL models in RDBMS will facilitate the binding of each model and its training datasets (e.g., through the catalog component), which will facilitate model selection based on data similarity [84].

(2) Novel Physical Database Design. Physical database design [9, 61] in RDBMS determines the partitioning of data and selection of indexing and materialized view. In our envisioned
system, this component should be refactored to consolidate existing tensor partitioning, distributing, and offloading in existing DL libraries [15, 66, 76] with the RDBMS storage management for tensor relations (i.e., as in the relation-centric approach). For example, the automatic tiling of the tensors in TVM [15] and the distribution of the tensor blocks to multiple devices in DIS-TAL [76] could be merged with the physical database design.

In addition, it is promising to co-partition relational data and tensor data to facilitate relation-centric processing. For example, the first linear algebra computation in a feed-forward neural network is to multiply the feature tensor and the weight tensor, which can be converted into a join of the feature tensor and the weight tensor followed by an aggregation [32, 33, 83, 88]. If the feature tensor is the output of relational processing on relational data, co-partitioning the relational data and the weight tensor will avoid the shuffling process to conduct a distributed join, as we demonstrated in our prior work [90].

5 DL SERVING TECHNIQUES IN RDBMS

Challenge 1. Which techniques are compliant with and should be incorporated into RDBMS to accelerate the Relation-Centric and UDF-Centric approaches, and how to incorporate these techniques?

(1) Caching of Inference Results and Contexts. Although there exist solutions that cache inference results [18, 25, 41], none of these solutions consider the integration with RDBMS. One option is to leverage RDBMS indexing to facilitate an inference result cache. The idea is to create a table that records the features or intermediate representations (e.g., embedding vectors) of frequent inference requests and the corresponding prediction results or contexts that are auxiliary to the prediction. We then construct nearest neighbor indexing over the features so that an inference query may efficiently retrieve results or contexts from the cache.

It is promising to leverage nearest neighbor indexing widely used in vector databases [4, 5, 7, 35, 72], such as hierarchical navigable small world (HNSW) [50], locality sensitive hashing (LSH) [87], inverted file indexing (IVF) [68], and product quantization [34], within RDBMS to facilitate the fast retrieval of inference results.

Such integration also triggers many research opportunities. First, the approximate caching will make a trade-off between the accuracy and latency, and may not benefit many accuracy-critical applications. Therefore, the proposed caching mechanism and the query optimizer should be application-aware, and should dynamically recommend whether to cache data for a specific application and whether to use the cache for a specific query based on the service level agreements (SLAs) and user configurations. Second, it is important to derive error bounds for the inference result caching. One option is to consider a probabilistic error bound based on Monte Carlo sampling [64]. Another option is to use the exact inference result caching leveraging the hashing indexing or multi-dimensional indexing. Third, the buffer pool page replacement policy also needs to be improved to coordinate the disparate access patterns of the vector data, the relational data, and various indexes.

(2). Pipelining of DL Computations. In DL serving systems, if a model exceeds available memory, it will be partitioned into multiple operators/layers, which will be dispatched to multiple devices based on the costs of the operators and the available resources of the devices [10, 16, 65]. Those devices work in parallel, composing a pipeline. A pipeline stage at each device works in a streaming style. It continuously accepts inputs from its up-streaming stage, processes the inputs, and passes the output to the downstream stage.

However, although the “pipelining” concepts in RDBMS also exist, it mostly refers to operator fusion, and the query processing in RDBMS mainly relies on data parallelism.

These two approaches represent different trade-offs. The pipelining in DL frameworks is subject to the operator size limitation, where an operator or a layer must fit the resource on the corresponding device. The Relation-Centric processing in RDBMS has no such restriction because a large-scale tensor is represented as a collection of blocks that can spill to disks or be distributed to multiple devices. However, the pipelining in DL frameworks tends to be more efficient than the RDBMS parallel processing.

First, there is no need to shuffle data globally as required by database join and aggregation. Second, computations can be reused across queries without re-compilation/re-scheduling overheads.

Implementing the DL pipelining mechanism in the UDF-centric approach is feasible by breaking the model UDF into multiple fine-grained operator UDFs and deploying those UDFs on different devices following the stream processing paradigm. However, it is challenging to accommodate both batch and stream processing in one system [21]. Another option is to offload large-scale models to DL frameworks, provided that each operator fits memory and the data transfer between the RDBMS and the DL framework is insignificant.

6 FURTHER DISCUSSION

6.1 Extension to Deep Learning Training

DL training also consists of linear algebra operations and may also benefit from the optimization techniques we proposed. While we focus on real-time deep learning inference queries, an interesting question is whether it is feasible to extend a deep learning inference system for the corresponding training job within the same infrastructure. For the DL-centric architecture, the extension is straightforward — the underlying DL system (e.g., PyTorch) is equipped with the automatic differentiation engine that can construct the backward propagation computation graph automatically, and then the DL system can execute it for the SGD-based training computation on the hardware runtime. For the UDF-centric architecture, the extension relies on the implementation of the UDF that should be able to integrate the functionality of the corresponding backward computation and the SGD-based optimizers. For the relational-centric architecture, how the extension should be designed and implemented is still an open question — one potential solution is to implement the corresponding backward computation as a set of separated fine-grained UDFs corresponding to each of the fine-grained UDFs representing the forward/inference computations, and then leverage a relational view to construct the query execution plan to schedule the computation over the execution environment [70].

6.2 From A Monolithic System to A Loosely Coupled Ecosystem

We argue for a system to unify the different types of DL processing that lies in-between a monolithic system and a loosely coupled ecosystem to integrate all representations for diverse
workloads. Most processing, including relational-centric, UDF-centric, and even simple DL-centric processing, could be seamlessly integrated with the RDBMS. The system will only offload complicated ML/DL processing that bottlenecks the pipeline processing with a time constraint to existing ML/DL systems. Compared to a loosely coupled ecosystem [23, 58], where an out-of-box optimizer analyzes user code and dispatches computations to RDBMS, vector databases, and ML systems, our envisioned system can achieve better end-to-end performance for a broad class of workloads by avoiding cross-system overheads and maximizing co-optimization capabilities. Compared to a monolithic system, our envisioned system avoids reinventing the wheels for DL and tensor computation optimization, reduces the implementation cost by leveraging existing investments in DL systems, and achieves better encapsulation and transparency between RDBMS and ML systems.

6.3 Limitations
Potential drawbacks of the proposed system include the limitation of the size and complexity of the models that can be natively supported by the RDBMS with a significant performance advantage. More complicated models, such as large language models (LLMs), may achieve better training and inference latency in specialized systems. However, RDBMS can reduce memory costs and provide better security and privacy protections, regardless of the model size and complexity. Such unique features could be attractive for many applications, such as those hosted by small businesses. In addition, although it will be challenging for the envisioned system to provide native LLM support, it can serve as a high-performance retrieving engine by allowing efficient inference queries to retrieve data for augmenting LLM inferences [29, 85].

7 VALIDATION AND EVIDENCE
A path to implement the envisioned problem should involve two steps. First, we will enhance existing RDBMS to unify the three representations. Second, we will enhance the unified system to implement proposed techniques. We validate each step in the following sections.

7.1 Unified Inference Query Processing
To validate the potential benefits of the proposed unified query optimization strategy, we developed a naive rule-based inference query optimizer, which adaptively selects the in-database representation for each operator based on the required memory size of the operator. If the operator’s memory requirement exceeds a configurable memory limit threshold, it will choose the relation-centric representation, otherwise, it will choose the UDF-centric representation. An operator’s memory requirement is estimated as the sum of the operator’s input size and the output size (e.g., for a matrix multiplication operator, if the input tensors have shapes $m \times k$ and $k \times n$, the memory requirement is simply estimated as $m \times k + k \times n + m \times n$). We prototyped the simple optimizer on top of netsDB [83] which is our object-oriented RDBMS implemented in C++ [89–92], to leverage its capability in representing a model in analyzable UDFs [90]. Such capability enables our optimizer to traverse through each operator and estimate its memory requirement.

We loaded multiple feed-forward neural network (FFNN) models and convolutional neural network (CNN) models into netsDB, using the optimizer to select the in-database representation. The detailed descriptions of these models are listed in Tab. 1 and Tab. 2.

### Table 1: Fully Connected (FC) Models (one hidden layer)

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of Features</th>
<th>Number of Neurons (hidden layer size)</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraud-FC-256</td>
<td>28/256/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fraud-FC-512</td>
<td>28/512/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Encoder-FC</td>
<td>76/3,972/768</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amazon-14k-FC</td>
<td>597,540/1,024/14,588</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: Convolutional Models (Stride size = 1 and Padding size = 0)

<table>
<thead>
<tr>
<th>Model</th>
<th>Image/Input Shape</th>
<th>Kernel Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepBench-CONV1</td>
<td>$112 \times 112 \times 64$</td>
<td>$64 \times 64 \times 1 \times 1$</td>
</tr>
<tr>
<td>LandCover</td>
<td>$250 \times 2500 \times 3$</td>
<td>$2048 \times 3 \times 1 \times 1$</td>
</tr>
</tbody>
</table>

We compared the in-database processing of these models to popular ML systems including TensorFlow 2.5 and Pytorch 2.1.0. All of the systems run in an AWS r4.2xlarge instance, which has eight CPU cores and 61 gigabytes memory, and 500 GB SSD. For our prototype, the samples to be inferred are loaded to netsDB before the testing. For TensorFlow and Pytorch, the samples are loaded from PostgreSQL using a high-performance connector called ConnectorX [73]. In the baselines, all hyper-parameters, such as the batch size, are fine-tuned to be optimal. In all experiments, we set the memory threshold to 2 gigabytes, so that if the operator’s memory requirements exceed this size, the relation-centric representation will be used for the operator.

**Latency Reduction for Small-Scale Models** For small-scale models that fit into the memory threshold, our optimizer chose the UDF-centric representation that encapsulates all model inference operations in a single UDF. As illustrated in Fig. 2 and Fig. 3, the proposed architecture is able to reduce the latency for inference queries that involve small-scale models.

Because the model inference complexity is low in these workloads, the cross-system data transfer becomes the bottleneck of the DL-centric architecture. However, the proposed in-database model serving architecture can effectively alleviate such bottlenecks by running the inference computations directly on top of the data.

**Figure 2:** Latency reduction using our rule-based optimizer for FFNN model inference over data managed by RDBMS.

**OOM Error Avoidance for Large-Scale Models** For large-scale ML operators in which the memory requirements exceed the memory limit threshold, our optimizer chose the relation-centric representation. For example, in the AWS-14K-FC model, the tensor of the input features $X$ has a shape of $batch\_size \times 597,540$, and the weight matrix that connects the input features and the hidden layer $W$ has a shape of $1,024 \times 597,540$. Simply the weight matrix exceeds the 2 gigabytes threshold, therefore, the operator of $X \times W^T$ would be represented in relation-centric. First, the weight matrix will be chunked into matrix blocks, and then the...
matrix multiplication will be converted into a join followed by an aggregation. Similarly, for the convolutional operation in LandCover, the input tensor has a shape of \( \text{batch}_\text{size} \times 2500 \times 2500 \times 3 \), and the output feature map has a shape of \( \text{batch}_\text{size} \times 2500 \times 2500 \times 2048 \). The convolution operation will also be converted into relational operators. First, following the spatial rewriting algorithm for convolutional computation [1], each image will be flattened into a matrix \( F \) of the shape \( 6, 250, 000 \times (3 + 1) \), and the kernel will be flattened into a matrix \( K \) of the shape \( 2048 \times (3 + 1) \). Second, the convolution computation will be converted into \( F \times K^T \), which will also be represented as a join followed by an aggregation.

As illustrated in Tab. 3, while the large-scale ML operator does not fit into the available memory, DL-centric architectures will throw Out-of-Memory (OOM) errors. However, the relation-centric inference processing running in the RDBMS will run at the block level, which effectively reduces the memory footprint from the scale of the tensors to the scale of the blocks. At the same time, although the entire collection of blocks cannot fit into the memory, a portion of the blocks are spilled to disk and loaded into the buffer pool (set to 20 gigabytes) when needed. Leveraging the RDBMS buffer pool management capability, the relation-centric representation can work with resource-constrained devices.

<table>
<thead>
<tr>
<th>Model</th>
<th>Batch Size</th>
<th>Out</th>
<th>UDF centric</th>
<th>TensorFlow</th>
<th>Pytorch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon-14k-FC</td>
<td>1000</td>
<td>58.6</td>
<td>61.4</td>
<td>94.6</td>
<td>22.6</td>
</tr>
<tr>
<td></td>
<td>8000</td>
<td>407.2</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>LandCover</td>
<td>1</td>
<td>36.8</td>
<td>OOM</td>
<td>9.9</td>
<td>OOM</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>45.2</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
</tr>
</tbody>
</table>

7.2 Other Representative Techniques

7.2.1 Model Decomposition and Push-Down. We vertically partition the Bosch dataset [28] that has 1.18 millions of tuples with 968 features into two datasets \( D_1 \) and \( D_2 \), each having 484 features. We consider an inference pipeline that first joins \( D_1 \) and \( D_2 \) in a time-multiplexed feature dataset, denoted as \( D \), through a similarity join based on the similarity of values in two columns from \( D_1 \) and \( D_2 \) respectively. These two columns are selected as having the highest correlation among pairs of columns from \( D_1 \) and \( D_2 \). We then run FFNN model over the augmented features. The model has a hidden layer of 256 neurons and an output layer of 2 neurons. (Therefore, the weight matrix at the first layer \( W \) has a shape of \( 256 \times 968 \).) The results showed that if we decompose the matrix multiplication of \( D \times W^T \) into \( D_1 \times W_1^T \leftrightarrow D_2 \times W_2^T \) as described in Sec. 2, it will achieve 5.7x speedup.

7.2.2 Caching of Inference Results. In our preliminary experiments, we’ve found using Fais’ HNSW as indexing to cache the inference result, we can accelerate the inference latency for a simple CNN model with two convolutional layers (the first layer has 32 \( 3 \times 3 \) kernels, and the second layer has 16 \( 3 \times 3 \) kernels) and two fully connected layers with 64 and 10 neurons respectively, by 10.3x speedup, with a significant accuracy reduction from 98.75% to 93.65%. We also evaluated this method using a simple FFNN model that has four fully connected layers with 128, 1024, 2048, and 64 neurons respectively, on the MNIST dataset, and observed a speedup by 7.3x with accuracy dropped from 97.74% to 95.26%. These results motivate an adaptive inference result caching strategy which decides whether to cache the inference results by estimating a probabilistic error bound using techniques such as Monte Carlo sampling and checking whether the error bound is acceptable to the application’s SLA.

8 CONCLUSIONS

In this work, we discuss how the RDBMS should be upgraded to support various model-serving applications that rely on RDBMS for data management. First, we identify three pivotal architectures: DL-centric, UDF-centric, and relation-centric, and we argue that these approaches as well as the middle ground among them should be unified to facilitate the serving of deep learning models on relational data at different scales. We further identify challenges and opportunities in existing RDBMS systems for achieving unified optimization. In summary, we argue for:

- A novel unified IR and novel adaptive optimizer for co-optimizing inference computations and relational computations at a fine-grained style so that any subgraph in the inference query IR has the flexibility to be scheduled as DL-centric, UDF-centric, or relation-centric. Such an optimizer will open opportunities for identifying new query graph transformation rules, such as model decomposition and push-down.
- Coordination of computational and memory resources for DB, DL runtines, and lower-level runtimes that support DL libraries to unify the resource management for the future RDBMS ecosystem.
- Renovating the storage, caching, and indexing of tensors/vectors to reduce storage costs, considering data placement in GPU, and facilitating accuracy-aware query optimization.
- Integrating compliant model serving techniques such as caching of inference results into RDBMS and offloading non-compliant techniques to DL runtimes.
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