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ABSTRACT

Users interact with databases by writing sequences of SQL queries that are often stored in query workloads. Current SQL query recommendation approaches make little use of query workloads. Our work presents a novel workload-aware approach to query recommendation. We use deep learning prediction models trained on query pairs extracted from large-scale query workloads to build our approach. Our algorithms suggest contextual (query fragments) and structural (query templates) information to aid users in formulating their next query. We evaluate our algorithms on two real-world datasets: the Sloan Digital Sky Survey (SDSS) and SQLShare. We perform a thorough analysis of the workloads and then empirically show that our workload-aware, deep-learning approach vastly outperforms known collaborative filtering approaches.

ACM Reference Format:

1 INTRODUCTION

With increasing amounts of data being produced, even if the share of relational databases is falling, the total number of people relying on SQL to access their data is rising substantially. This includes non-expert users. However, writing SQL queries is tricky, especially for non-expert users, as it requires knowledge about the application domain, understanding the database schema, and SQL skills; users often lack at least one of these knowledge sets.

Query recommendation is one way to help users formulate complex SQL queries [2, 11, 21, 22]. Query recommenders predict either the entire query [1, 3, 11, 33] or parts of the query, such as table names, column names, and function names [21, 22]. Recommending an entire query is often not desired or practical for several reasons. First, there is usually limited knowledge about the user’s intention. Second, suggesting an entire query may not necessarily help the user compose the next query, especially if the next query has a very complex syntax. Third, recommending an entire query requires methods that can generate queries free from both syntactic and local errors, which is very challenging.

In this paper, we split the query prediction problem into two sub-problems: query template recommendation (where we recommend the structure of the next query) and query fragment recommendation (where we help users complete the predicted template). Query templates are a composite of SQL keywords (Figure 5), while query fragments are database-dependent, e.g., table and column names. This allows users to have more guided help in writing their next query than just presenting them with a fully-specified query.

Our solution is different from the existing recommenders and addresses some of their key limitations, including that current query recommenders make limited use of the preceding queries in the session. Since users often take more than one try to write a final query for a particular need, looking at pairs or even longer sequences of queries can contain valuable information in revealing user intent and making recommendations. To illustrate, we use an example from the SQLShare [19], a database-as-a-service platform where human users upload their data and write queries to interact.

Example 1. Changes in queries in a session tell a story. Figure 1 shows a session from the SQLShare workload with queries over a database about genomics experiments. The user starts by counting the number of unique experiment types (\(Q_1\)), then explores the gene and type used in each experiment (\(Q_2\)), and ends the sequence by asking the number of unique genes used in each type of experiment, where the gene count is greater than a threshold (\(Q_3\)).

Most existing recommenders, including those that use collaborative filtering, ignore or make little use of the preceding query or queries. For example, QueRIE [11] represents user vectors using query sessions and compares the vectors to find users with similar behaviours. To generate user vectors, it aggregates the query vectors in a session while ignoring the query sequences. SnipSuggest [22] recommends fragments of queries as the user writes queries. While it uses the sequence of query fragments within queries, it ignores the query sequences in query sessions.

Another common limitation of existing query recommendation systems is that the existing approaches rely on predefined syntactic features to represent query statements. Such human intervention leads to inevitable information loss when representing a query’s semantic meaning and user intent. For example, the QueRIE framework uses hand-picked features in its query vector representation. SnipSuggest entirely relies on predefined features consisting of SQL keywords, tables, attributes, functions,
We model the query recommendation problem as a next query prediction task for a given query. We split next query prediction into next template prediction and next fragment prediction. We propose a data-driven, workload-aware approach to address the concerns in the existing work. Specifically, we use deep learning prediction models to leverage the query statements in SQL query workloads, a collective knowledge exploration history of past users in the form of query sessions. In addition, our approach uses the sequential information by considering the preceding query.

Our approach is inspired by the use of deep learning techniques in natural language processing (NLP) [23, 26, 31, 35]. Neural networks eliminate human intervention such as feature selection since they can learn from large volumes of data at different levels [26], e.g., word, sentence, paragraph. Recently, neural networks have been used to model query statements, such as query representation learning [18, 20] and query execution prediction [55].

Specifically, we apply two deep learning techniques, sequence-to-sequence (seq2seq) architecture [15, 25, 45, 48] and fine-tuning [17, 24, 46]. Fine-tuning has been abundantly used for transfer learning in NLP and has proved its effectiveness in text summarization [32], text classification [17], and text generation [10].

Figure 2: $Q_2$ and $Q_6$ are structurally similar as both are nested top-$k$ queries, but $Q_4$ and $Q_5$ are more similar since they both access SpecObj but $Q_5$ queries SpecPhoto.

Example 2. Figure 2 shows queries $Q_4$ and $Q_5$ from two different sessions in SDSS, and the query $Q_6$ in the current user session. The QuerRIE framework compares queries based on fragments such as table names, and therefore finds $Q_6$ more similar to $Q_5$ rather than $Q_4$ as almost the same set of tables and attributes appear in $Q_6$ and $Q_4$. However, considering the structure of the queries, $Q_5$ is more similar to $Q_4$. They only differ in a pair of tables, SpecObj and SpecPhoto, which means $Q_5$’s session may be more useful for query recommendations for the current user compared to $Q_4$’s session.

Example 2 shows that using predefined syntactic features, such as table name, to compare queries can result in second-rate recommendations. In this example, we also need to compare queries using their structural properties to be able to give a preferred recommendation. The example shows that it is not trivial which features summarize the syntactic properties of queries. In general, the choice of query features depends on the application and the type of queries in the workload. As such, this calls for solutions with automatic feature selection that can adapt to different workloads and queries.

We model the query recommendation problem as a next query prediction task for a given query. We split next query prediction
SELECT j.target, CAST(j.estimate AS VARCHAR) AS estimate
FROM Jobs j, Status s
WHERE j.queue = 'FULL'
WHERE j.outputtype LIKE '%QUERY%'

Figure 4: Sample query

SELECT Column, Function(Column AS VARCHAR)
FROM Table, Table
(SELECT DISTINCT Column, Column FROM Table
WHERE Column = Literal)
WHERE Column LIKE Literal

Figure 5: A recommended template statement

- We conduct a thorough analysis of two real-world datasets at the workload, query session, and pair level (Section 5).
- We compare the different models to baselines and known approaches on real-world data and empirically show the effectiveness of our approach (Section 6).

We also give model background (Section 3), discuss related work (Section 7), and conclude (Section 8).

2 PROBLEM DEFINITION

Informally, our ultimate goal is to help users compose queries. We break the query prediction problem into two sub-problems: template prediction and fragment prediction. We assume that the user has started a session by issuing an initial query. We also assume that a user’s goal is to write a complex query. The initial query is unlikely to be the final query, either because the user is building up the query in stages, or because the user will make errors. We help the user by providing two recommendations. First, we predict the structure of the next query—i.e., we predict the template that the query will use. This is the template prediction problem. Second, we predict what the parts are that will fill in the query template. In other words, we predict the fragments that will be needed to fill in the template. This is the fragment prediction problem.

Example 3. Assuming that the user’s goal is to write a query \( Q \) in Figure 4, we recommend a template statement shown in Figure 5, and then suggest fragments, such as Jobs, Status, and Servers to fill Table and target, estimate, queue, outputtype to replace Column.

Existing query recommendation solutions are based on Next Query Prediction (NQP); they either recommend the next entire query statement [1, 3, 11] or recommend some fragments of the next query [21, 22, 33]. We follow the second approach, which we believe is both more useful and more practical. Suggesting an entire query may not necessarily be useful in helping the user compose the next query, especially if the predicted next query is very complex. Practically, we often have limited knowledge about the user’s intention, making it impossible to predict the next full query. Recommending an entire query requires models that can generate queries free from both syntactic and logical errors, which is a challenging task. Therefore, to make our query prediction problem tractable and simplify the recommended information for users, we split our query prediction problem into query template prediction and query fragment prediction.

To formally define the template prediction and fragment prediction problems, we first present some basic concepts.

Definition 1. [Query] We represent a query statement \( Q \) as a sequence of tokens \( (t_1, ..., t_{|Q|}) \) with each token \( t_i \) from a vocabulary \( V \). We consider a vocabulary that contains words from SQL queries. We define \( v \) to denote the size of \( V \) and \( Q \) to denote the collection of all queries over \( V \). We use \( Q \) to refer to both a query statement and its vector representation when it is clear from the context.

Example 4. \( Q_1 = (SELECT \ast, FROM, PhotoTag) \) is the vector representation of query statement “SELECT \ast, FROM PhotoTag”.

Definition 2. [One-hot Query Representation] In the one-hot representation of a query \( Q = (t_1, ..., t_{|Q|}) \), we represent each token \( t_i \) by its one-hot encoding \( e_i \in \{0, 1\}^v \), i.e., a vector of bits that correspond to the tokens in \( V \); the bit that corresponds to \( t_i \) is 1 and all the other bits are 0.

Example 5. The one-hot representation of \( Q \) w.r.t. \( V = \{t_1, t_2, t_3, t_4\} \) is \( (e_1, e_2, e_3, e_4) \), where \( e_i \) is the one-hot encoding of \( t_i \), e.g., \( e_1 = [1, 0, 0, 0] \) and \( e_2 = [0, 1, 0, 0] \) are the one-hot encodings of \( t_1 = SELECT \) and \( t_2 = \ast \).

Definition 3. [Session, Query Pair, and Workload] A (user) session \( S = (Q_1, ..., Q_{|S|}) \) of consecutive queries in a session. A query workload \( W \) is a set of sessions \( \{S_1, ..., S_m\} \).

In our query recommendation setting, we assume a user poses a sequence of queries that are recorded in a session \( S \). The goal is to help the user to write the next query, \( Q_{i+1} \), considering the previously posed queries, \( Q_1, ..., Q_i \) in \( S \).

Definition 4. [Query Fragment] Given a query \( Q \), a query fragment is either a table, a column, or a function in \( Q \). We use \( tables(Q) \), \( columns(Q) \), \( functions(Q) \), and \( literals(Q) \) to respectively refer to the sets of these fragments in \( Q \).

We represent query templates using Abstract Syntax Trees (ASTs) of SQL queries, which allows us to ignore some non-structural differences between query statements, e.g., indentation, spacing and order of some SQL phrases such as select conditions.

\(^1\) Functions refer to built-in functions, e.g., \texttt{AVG} and \texttt{SUM}, and user-defined functions. Literals are fixed values.
**Symbol** | **Description**
--- | ---
\(W, S, Q\) | Workload, session and query
\(Q_i, (Q_i, Q_{i+1})\) | i-th query in a session, query pair
\(Q_{i+1}, \text{columns}(Q)\) | Next query, next model predicted query with the columns in query Q
\(\text{functions}(Q), \text{literals}(Q)\) | Functions and literals in query Q
\(\text{fragments}(Q)\) | Fragment set of Q
\(\text{template}(Q)\) | Template of query Q
\(\text{fragments}_{N}, \text{template}_{N}\) | N-fragments set and N-templates set

**Table 1: Notation.**

**Definition 5.** [Query Template] The template of Q, denoted by \(\text{template}(Q)\), is a tree obtained from Q by replacing query fragments, i.e., tables, columns, function names, and literals, in the abstract syntax tree (AST) of Q with placeholders, i.e., Table, Column, Function, and Literal resp., and removing aliases.

**Example 6.** Figure 7 shows \(\text{template}(Q)\), the template of the query Q in Figure 4. The fragments of Q are \(\text{tables}(Q) = \{\text{Jobs, Status, Servers}\}\), \(\text{columns}(Q) = \{\text{target, estimate, queue, outputtype}\}\), \(\text{functions}(Q) = \{\text{CAST, MIN}\}\), and \(\text{literals}(Q) = \{\text{null}\}\). We use template statement to refer to the SQL statement obtained from a template, e.g., the statement in Figure 5 is obtained from the template in Figure 7.

The notion of query fragment can be extended to represent combinations of terms or phrases in queries, e.g., frequent conditions in the where clauses or a frequent list of tables in the selection clauses (cf. features in SnipSuggest [22]). Our solutions can be easily adapted to such extensions. We postpone further discussion about template and fragment definition to future work.

**Definition 6.** [Template Prediction] Let \(W = \{S_1, S_2, \ldots, S_m\}\) be a workload over a database \(D\), and \(S^* = \{Q'_1, Q'_2, \ldots, Q'_t\}\) be the sequence of queries in the current session where \(Q'_t\) is the last query the user posed to \(D\). Let \(Q_{i+1}'\) be the next query that the user will pose. The query template prediction problem is to predict \(\text{template}(Q_{i+1}')\), given \(S^*\) and \(W\).

Our template prediction problem can be seen as a variation on classification; the classes are the existing templates in the given query workload. The classification problem is thus to assign a template (class) to a given query. The query represents the current query and the template refers to the structure of the next query. Alternatively, one could synthesize new templates not seen in the workload and recommend them to the user. We focus on the former problem because our SDSS and SQLShare workload analysis shows that most templates cover multiple queries, which means users rarely write queries with a completely new structure. We leave the alternative template prediction problem for future work.

**Definition 7.** [Fragment Prediction] Given a workload \(W\) and the current user session \(S^* = \{Q'_1, Q'_2, \ldots, Q'_t\}\) over a database \(D\), we define two versions of fragment prediction. (1) **Fragment-set prediction** predicts the sets of fragments \(\text{tables}(Q_{i+1}'), \text{columns}(Q_{i+1}'), \text{functions}(Q_{i+1}'), \text{literals}(Q_{i+1}')\). (2) For a user-specified positive integer \(N\), **\(N\)-fragments prediction** is to predict \(N\) fragments from the sets of fragments \(\text{tables}(Q_{i+1}'), \text{columns}(Q_{i+1}'), \text{functions}(Q_{i+1}'), \text{literals}(Q_{i+1}')\).

We defined two versions of fragment prediction because of their applications. In query recommendation, we recommend a limited number of fragments that users can easily comprehend and select from. Our workload analysis shows that queries in SDSS and SQLShare can contain hundreds of tables; predicting and presenting the user with the entire set of fragments, i.e., fragment-set prediction, is not useful. Therefore, we consider the \(N\)-fragments prediction problem which limits the number of fragments. This is simpler than fragment-set prediction; we can use the latter to predict the entire set of fragments and select \(N\) fragments to solve the former problem for applications such as database performance tuning.

Definitions 6 and 7 assume the predictions are made using all the past queries posed by the user in the current session, i.e., \(S^* = \{Q'_1, \ldots, Q'_t\}\). In our solution (Section 4), we only use \(Q'_1\), i.e., the last preceding query, to predict the next query’s template and fragments. This is because our experimental results in Section 5 and our baseline prediction model in Section 6 show that the immediate successor, i.e., \(Q'_1\), encodes most of the necessary information for predicting \(Q'_{i+1}\). In Section 5, we report statistics about the similarity between \(Q_1\) and \(Q_i\) in the two workloads to highlight the importance of \(Q_1\) in predicting \(Q_{i+1}\). Our solution using seq2seq models can be easily extended to work with all the queries \(Q'_1, \ldots, Q'_t\); one can concatenate multiple queries to generate a single sequence and provide as input to the seq2seq models.

3 **PRELIMINARIES**

As described in the introduction, we rely on deep learning techniques in our architecture (Figure 3). Readers familiar with sequence-to-sequence models and fine-tuning can skip this section; we describe the novel aspects of our approach in Section 4.

Sequence-to-sequence (seq2seq) models are widely used in NLP [48], because seq2seq models map the input sequence \((x_1, \ldots, x_n)\) to the target sequence \((y_1, \ldots, y_m)\). Seq2seq also has more general purposes related to sequence mapping, such as next sentence prediction [5, 39] and representation learning [18, 23]. In our problem, we model query statements as a sequence of word tokens. Seq2seq models’ sequence-mapping ability well suits our purpose, where we aim to predict the next query using the preceding query.

A seq2seq model consists of an encoder and a decoder. In training, the encoder reads the input, computes hidden states \(h_1, \ldots, h_n\), and outputs the context vector \(c = g(h_1, \ldots, h_n)\), \(c\) is a numeric representation of the input sequence and is input to the decoder. The decoder uses \(c\) to generate an output sequence by finding \(y\)’s that maximize the joint probability. Our work assesses three types of seq2seq models. Details of the Recurrent Neural Network (RNN) seq2seq model [4] are in the full version of the paper.

Instead of sequentially processing a sequence token-by-token as in RNNs, the transformer reads tokens in parallel [48]. The transformer computes more meaningful representations by scoring tokens based on their relatedness to others [23, 48].

Convolutional seq2seq models (ConvS2S) use convolutional neural networks (CNNs) in the hidden layers. CNNs are feed-forward neural networks that extract local patterns or features in data using convolving filters [15, 47]. Applying CNNs in NLP enables the seq2seq model to identify n-grams in sequences and create a semantic representation. Similar to the transformer, ConvS2S is independent of the input length and allows parallel computation [15].

Fine-tuning is commonly used for transfer learning. The goal is to transfer the knowledge learned from a source task to get a head start on a related target task. E.g., BERT [9] is a NLP
language representation model. Fine-tuning trains BERT with additional datasets to add specific context [27] and/or augment it with other models for specific tasks such as text classification [17]. We explain how we apply fine-tuning in next template prediction in Section 4.1.2.

4 METHODOLOGY

We are now ready to describe the details of our query recommendation methodology (Figure 3). This section first describes the offline model training of the encoder, decoder, and classifier (Section 4.1); then we solve the next fragment prediction and next template prediction problem using online recommendation (Section 4.2).

4.1 Offline Model Training

One of our contributions is to adapt the deep learning techniques in Section 3 to next template prediction and next fragment prediction. There are two steps in this stage: step 1 uses the seq2seq models to extract information from query sequences. Step 2 applies the fine-tuning techniques using the trained encoder from step 1.

4.1.1 The Workload-Aware Approach. Step 1 leverages the sequence mapping feature of seq2seq models to extract information for query prediction using the preceding query (Figure 3). Our main contribution is the two sequence-related aspects: we first model query statements as a sequence of word tokens; we then build the seq2seq models using the preceding query and the next query as query pairs \((Q_i, Q_{i+1})\) (Definition 3) to capture the natural sequences in human data exploration recorded in the workloads.

Our seq2seq model has two components, an encoder and a decoder. We use input \((x_1, ..., x_n)\) to represent a sequence of word tokens \((t_1, ..., t_n)\) in a query \(Q_i\) where each \(x_1 = e_1\) is the one-hot representation of token \(t_1\). Similarly, we use target output \((y_1, ..., y_m)\) to represent the next query \(Q_{i+1}\). In step 1, \(Q_i\) is the input to the encoder, and \(Q_{i+1}\) is the target output of the decoder. Through training, the encoder learns next-query representation by becoming better at extracting features from queries that are relevant to query prediction, while the decoder becomes better at generating the next query using the given next-query representation.

Previously, seq2seq was used as an autoencoder in [18, 20] for query representation learning. Our work concerns fundamentally different problems. To solve our query prediction problem defined in Section 2, we map the preceding query \(Q_i\) and the next query \(Q_{i+1}\). For this purpose, seq2seq models are a natural architecture due to their sequence generative and mapping features. Our approach is motivated by the differences across workloads (Section 5.3.1) and the syntactic differences between \(Q_i\) and \(Q_{i+1}\) (Section 5.3.2 and 5.3.3). We later show experimentally that this approach is a success, but the details are non-trivial due to the differences above. Next we explain how we handle the unique challenges that come with this data-driven, workload-aware query recommendation.

4.1.2 Template Classification Model Fine-Tuning. Another of our contributions is to apply fine-tuning to solve the challenges in next template prediction. Since model-generated queries can contain syntactic errors, we extract template classes from workload queries and model the template prediction problem as a classification task (Definition 6). Since the AST template (Definition 5) is a part of query statements, we consider next template prediction a related downstream task of step 1 and apply fine-tuning. To do so we leverage the learned query sequences from step 1, where the encoder learns next-query representation by becoming better at extracting features from queries that are relevant to query prediction.

Step 2 in Figure 3 shows the overview of how we apply fine-tuning to next template prediction. Our template classification model has two components: the trained encoder from step 1 and a classifier. We use the encoder from the seq2seq model as a pre-trained model and augment a standard two-layer classifier in NLP [17]. We take a supervised approach to train the template classification model. For every \((Q_i, Q_{i+1})\), we extract the AST template of \(Q_{i+1}\) and label \(Q_i\) with template\((Q_{i+1})\) (Definition 5). In training, \(Q_i\) is the input sequence, and template\((Q_{i+1})\) is the target output of the classification model. In comparison to the fine-tuning approach to next template classification, we also include a classification model without the pre-trained encoder (Section 6.2.3).

4.2 Online Recommendation

Subsequently, we apply the trained the template classification model to next template prediction (Section 4.2.1) and the seq2seq model to next fragment prediction (Section 4.2.2).

4.2.1 Next Template Prediction. Step 3 applies the trained template classification model from step 2 to next template prediction by finding AST templates that are more likely to appear in the next query statement. In online recommendation, the model takes \(Q'_i\) as input and generates N-templates \(\text{templates}_{\text{N}}(Q'_{i+1})\) as output. We rank the predicted \(\text{templates}_{\text{N}}(Q'_{i+1})\) based on the probabilities. We evaluate the accuracy on top-1 template prediction as well as N-templates prediction with a rank-aware metric (Section 6.4).

4.2.2 Next Fragment Prediction. Step 4 applies the trained seq2seq model from step 1 to next query fragment prediction (Figure 8) by finding fragments that are more likely to appear in the next query statement. Same as next template prediction, the model takes \(Q'_i\) as input. Our approach differs slightly for the fragment-set prediction and the N-fragments prediction.

Fragment-Set Prediction. In fragment-set prediction (Definition 7), we apply the common greedy decoding strategy to the seq2seq models where the decoder selects the most likely term in each step of decoding. Decoding stops when the model-generated sequence reaches the end-of-file term and returns a query statement \(Q_{i+1}\). As shown in Figure 8, the model outputs \(\text{fragments}(Q'_{i+1})\), which is the predicted fragment set of the next query parsed \(Q'_{i+1}\).

N-Fragments Prediction. Rather than an arbitrary number of fragments, N-fragment prediction recommends a fixed-sized list.
However, the need of decoding N fragments cannot be met with the greedy strategy. To solve this problem, we assess three types of beam search strategies in the decoder to generate multiple queries and achieve more diverse fragment recommendations.

- **Beam search**: Beam search is a decoding method that generates top-B candidate output queries with the highest score at each step; where B is known as the beam width [14, 50, 51].

- **Diverse beam search**: Vanilla beam search can result in queries that are very similar. We apply diverse beam search with the default dissimilarity setting to encourage diversity between the explored beams at each step [30, 49].

- **Stochastic decoding (sampling)**: Diverse beam search may select tokens with a low score which can lead to irrelevant queries [16]. The idea of stochastic decoding is to select the tokens by sampling from the probabilities at each step to support diversity. We follow the technique in [16] but we set the probability of the tokens with a low score to zero.

These search strategies generate partial search trees in which each leaf node is an end-of-file token that marks the end of a query statement. A complete search tree is obtained by considering every word token at each decoding step. Every token in the tree has a probability attached. To obtain $\text{fragments}_{\text{SDSS}}(Q_{i+1})$ from these $Q_{i+1}$’s, we use the probabilities of tokens in a search tree and apply a brute-force algorithm to compute a probability for the fragments to appear in the next query. We compute these probabilities as we build the search trees. When a fragment appears for the first time in a path from the roof to a leaf, its probability is the same as the token probability. If the fragment appears in multiple paths, we use the sum of the probability to appear in different paths. We then select the top N fragments with the highest probabilities to recommend.

Notice that computing the exact probability of a fragment to appear in the next query is intractable as it requires exploring the entire search tree, and applying the same brute force algorithm. The search strategies in this section generate a partial tree and as a result the probability that we compute for each fragment is an estimation of the actual probability that the fragment appears in the next query. At this point, we have described the methodology that we used to solve both the fragment prediction problem and the next template prediction problem. We are now ready to describe the workloads that we trained and tested our approach on.

5 WORKLOADS AND ANALYSIS

In order to understand our results and also show why there are reasons to believe why they are generally applicable, we extensively analyzed the workloads to provide context. This is in line with the existing applied ML literature [6, 12, 41–44] which also largely takes into account the specific domain context of the model applications.

5.1 SDSS Workload

The Sloan Digital Sky Survey (SDSS) stores images, spectra, and catalog data for more than three million astronomical objects [37]. For each SQL record, we obtained the raw query statement $Q$ and session class label following [35]. From $Q$, we extracted query template $\text{template}(Q)$ (Definition 5) by replacing $\text{table}(Q)$, $\text{columns}(Q)$, $\text{functions}(Q)$, and $\text{literals}(Q)$ with the corresponding tokens in the raw query statement. We obtained query pairs $(Q_i, Q_{i+1})$ (Definition 3) as follows. We first extracted the query start time from the “SqlLog.theTime” and session ID from "SessionLog.sessionID". Per session, we grouped queries by session ID and sorted queries by start time. In each $(Q_i, Q_{i+1})$, the two queries are from the same session and are consecutive based on the start time, where $Q_i$ has an earlier start time than $Q_{i+1}$.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>SDSS</th>
<th>SQLShare</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total pairs</td>
<td>814,855</td>
<td>16,452</td>
</tr>
<tr>
<td>Unique pairs</td>
<td>187,762</td>
<td>15,710</td>
</tr>
<tr>
<td>Unique queries</td>
<td>15,094</td>
<td>15,792</td>
</tr>
<tr>
<td>Sessions</td>
<td>28,395</td>
<td>2,697</td>
</tr>
<tr>
<td>Datasets</td>
<td>1</td>
<td>64</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>4,648</td>
<td>7,761</td>
</tr>
<tr>
<td>Tables</td>
<td>56</td>
<td>1,722</td>
</tr>
<tr>
<td>Columns</td>
<td>3,756</td>
<td>4,564</td>
</tr>
<tr>
<td>Functions</td>
<td>110</td>
<td>455</td>
</tr>
<tr>
<td>Literals</td>
<td>636</td>
<td>685</td>
</tr>
<tr>
<td>Templates</td>
<td>2,975</td>
<td>3,485</td>
</tr>
</tbody>
</table>

5.2 SQLShare Workload

The SQLShare workload is collected from SQLShare [19], a database-as-a-service platform [19] where users upload data and write queries to interact. Besides the raw query statement [55], we extracted the start time from the “start_time” attribute and the session ID using SDSS’s definition for query sessions [37, 38]. We also obtained the query template and query pairs as described above.

Rather than a single schema as in the SDSS workload, the SQLShare workload contains query sequences over short-term, user-uploaded datasets in various domains, including biomedic-

tal to ocean sciences. Since users upload their own datasets to SQLShare, the query sessions can operate on their individual datasets and be oblivious to the datasets used in other sessions by other users, which makes the SQLShare workload a collection of individual workloads with a variety of schemas. This difference in the SDSS and SQLShare service is reflected in the analysis (Section 5.3).

5.3 Workload Analysis

The objective of our workload analysis is to (1) provide evidence that the query pairs and the sessions in the query workloads contain useful information for our prediction tasks and (2) help explain the experiment results. We analyze the workload data at three levels, workload, session, and query pair (Sections 5.3.1–5.3.3, respectively). The findings lead to the implications in Section 5.4.

5.3.1 Workload-Level Analysis

Overall, SDSS has 50 times more query pairs and 12 times more unique pairs than SQLShare (Table 2). The two datasets have almost the same number of unique queries while SDSS has a smaller vocabulary. SDSS has more query samples, making it easier for deep learning models to learn patterns from them [44], while SQLShare represents a harder scenario.
A key consideration for fragment prediction is the diversity of each fragment type in the data, indicated by the number of unique columns, literals, functions, and tables. In SDSS, the ordering from most to least was columns, literals, functions, and tables. In contrast, SQLShare has more tables, making its ordering from most to least be columns, tables, literals, functions. Sample size and the number of appearances of tokens have a great effect on deep learning models [44]. In our setting, given the same number of query statements, tokens from a more diverse fragment type are likely to be used less often, and thus are more difficult to learn. For this reason we expect the difficulty for each type of fragment prediction in the same order. In SDSS, column prediction is expected to be the hardest, followed by literal, function, and table prediction. In SQLShare, column and table prediction is expected to be harder than function and literal.

For template prediction, SDSS and SQLShare have a similar number of unique templates, while SDSS has 50 times more data that the models can learn from. Thus SQLShare would also be a harder dataset than SDSS. Such findings align with the differences in the collection of the SDSS and SQLShare workload (Section 5.2).

5.3.2 Session-Level Analysis. Users start a session with intent. At the session level, we empirically show that users often pose a sequence of different queries to fulfill the session intent, which motivates our workload-aware approach. We grouped the workload data by session and extracted the following statistics (Figures 10 and 11 (a)–(e)) to show how much query statements vary per session: number of queries, number of unique queries, and number of sequential changes, which is the number of times a successive query differs from the one preceding it. For templates per session, we obtained the number of unique templates and number of template changes.

In SDSS and SQLShare, over 70% of the sessions have at least two unique queries. Sessions also use a variety of query templates. In SDSS, 79% of the sessions use at least two unique templates, and 64% of the sessions change templates at least twice. The number is 68% and 55% respectively for SQLShare. Overall, the session-level statistics show frequent changes in queries per session; the majority of users use a variety of queries and templates in sequence to achieve session intent. These findings provide the ground for our work to capture sequential changes in sessions.

On average, per session, SDSS has many more sequential changes than SQLShare, compared to the small difference in unique queries. Note that sequential changes indicate changes in fragments, templates, or both. These session-level query statistics align with our workload-level analysis, which indicates that SQLShare is also a harder dataset for next template prediction.

5.3.3 Pair-Level Analysis. We use query pairs ($Q_i, Q_{i+1}$) (Definition 3) to capture the sequential changes in query fragments and template. We analyze query syntactic properties to show how syntactically different $Q_{i+1}$ is from $Q_i$. For each $Q_i$, we use the ANTLR parser to get its AST and extract six properties [55]: table count, selected columns, predicate count, predicate columns, function count, and word count. Then we show the count difference between $Q_i$ and $Q_{i+1}$ for each property. We use change in template to show whether template($Q_i$) is different than template($Q_{i+1}$).

In SDSS (Figure 10 (g)–(j)), 8% of $Q_{i+1}$ use more tables than $Q_i$, 14% select more tables and attributes, 10% use more functions, and 16% become longer. In SQLShare (Figure 11 (g)–(l)), 5% of $Q_{i+1}$ use more tables than $Q_i$, 12% select more attributes, 8% use more functions, and 13% become longer. The percentage is similar for the pairs that decrease in our syntactic measurements. Overall in terms of fragment counts, $Q_{i+1}$ is more similar to $Q_i$ in SQLShare. However, the differences of fragment counts in $Q_i$ and $Q_{i+1}$ still suggest that $Q_i$ as-is may not be a good prediction for $Q_{i+1}$.

For templates in the pair level (Figure 10, 11 (f)), over 40% of the $Q_{i+1}$ has a different template than $Q_i$ in SDSS, while the percentage goes up to 62% in SQLShare. Thus template($Q_i$) alone may also not be a good prediction for template($Q_{i+1}$), and SQLShare is also a harder scenario than SDSS for template prediction.

5.4 Analysis Implications

5.4.1 Implication on Data Pre-Processing. Our SDSS workload analysis (Table 2) shows evidence of duplicate queries and query pairs within and across sessions, which means that some use of queries and patterns naturally occur more often than others. We keep all query pairs in the SDSS and SQLShare datasets. Further, we need a collection of sensible word tokens as vocabulary since our approach uses model-generated queries. For each $Q$, we used the ANTLR parser to get its AST. We replaced the numerical literals with a <NUM> token to control the vocabulary size. Since aliases are an instance of a table or view, they encode implicit information about the schema and intent, so we replaced aliases with the corresponding table name.

For template prediction, we assigned a template class (Definition 5) to each $Q$. The templates capture the query structure using SQL keywords. ASTs can distinguish the type of fragments. We replace fragments in ASTs with their corresponding tokens. We keep templates that appear at least 3 times in the datasets and get 830 template classes in SDSS and 552 in SQLShare.

5.4.2 Implication on Evaluation. The analysis also affects our baseline selection. From our workload-level statistics (Table 2), we see queries repeat within and across sessions, especially in SDSS. This means that some fragments are frequently used. For example, one or more of the 56 tables appear in the 15, 094 unique SDSS queries. For templates, the long tail in Figure 9 suggests that some are more frequently used than others. Therefore we include a baseline popular that predicts the most popular N-fragments and N-templates.

From our pair-level analysis (Section 5.3.3), although we see changes in the fragment count, some of the fragments used in the next query may remain the same. Figures 10 and 11 (f) show that query pairs can share the same template as well. Specifically, over 50% of $Q_{i+1}$ in SDSS and 40% in SQLShare use the same template as $Q_i$. Hence, we include a second baseline, naïve $Q_i$, that uses the fragment set of the current query for fragment-set prediction, and the template of $Q_i$ for template prediction.

6 EXPERIMENTAL EVALUATION

6.1 Evaluation Objectives

We have four questions: Does the preceding query matter? Is the data-driven approach effective? Between the deep learning architectures, the transformer and Con52S, does one outperform the other? And do the models perform differently on the workloads? We evaluate our solution from four aspects.

(1) Effectiveness: We define effectiveness based on the accuracy measures (Table 4) for each sub-problem.

(2) Deep learning model effect: Traditional query recommendation approaches often rely on human-selected features

We made our script, experiment data, and trained models publicly available.
such as table names. We compare against the QueRIE framework [1, 11] to evaluate the data-driven approach.

(3) **Sequence effect**: To isolate the effect of the preceding query, we build seq-less deep learning models using the same architecture. Seq-aware models are trained with a query prediction task, where given a query pair \((Q_i, Q_{i+1})\), we used \(Q_i\) as the model input sequence and \(Q_{i+1}\) as the target sequence. Seq-less models are trained with a reconstruction task using \((Q_i, Q_i)\), where the input sequence is the same as the target sequence.

(4) **Fine-tuning effect**: The fine-tuning approach shows to be beneficial to the downstream tasks in NLP as discussed in Section 3. Since our problem is closely related to NLP, we evaluate whether the learned space from the trained encoder is helpful for our downstream task, next template prediction.

### 6.2 Setup

#### 6.2.1 Data Split

We used the SDSS and SQLShare workload (Table 2) to evaluate the method performance for next fragment prediction and next template prediction. For both datasets, we used an (80/10/10) random split for the train, validation, and test sets.

#### 6.2.2 Evaluation Settings

We have two settings for next fragment prediction: fragment-set and N-fragments. In fragment-set prediction, the methods are evaluated on whether they can predict all the fragments in the next query. In N-fragments prediction, the methods are evaluated on whether they can predict all the fragments in the next query.

#### 6.2.3 Methods Compared

Our selection of methods compared is derived from the objective (2)–(4) in Section 6.1. We evaluate the effectiveness of the combination of deep learning models and query pairs in query recommendation. We have \((Q_i, Q_{i+1})\) in the test set, where \(Q_{i+1}\) is the ground truth next query of \(Q_i\). In evaluation, except for the two baselines defined in Section 5.4.2, all other methods take query \(Q_i\) as input. We compared the following models:

- **Baseline popular**: It uses the most popular fragments in the workload for N-fragments prediction and the most popular templates for N-templates prediction.
- **Naïve \(Q_i\)**: It uses the fragment-set in \(Q_i\) as-is for fragment prediction and \(template(Q_i)\) for template prediction.
- **QueRIE framework**: We include the binary fragment-based collaborative filtering approach in the QueRIE framework [1, 11] to measure objective (2) in Section 6.1. Given \(Q_i\), the framework constructs a vector based on the tables and attributes. Then it uses cosine similarity to recommend queries in the workload that are the closest to the user input. We parse the output queries to get the fragment-set and N-templates. We note that QueRIE was designed for a different query recommendation problem, and while we have adapted it as fairly as possible, it should not be expected to perform as well here as it did for its original problem.
- **Sequence-less (seq-less) models**: We include another set of models to decouple the deep learning model effect and the sequence effect in Section 6.1. The seq-less models are trained using query pair \((Q_i, Q_i)\). The other steps remain the same.
- **Sequence-aware (seq-aware) models**: We trained the seq-aware models with a prediction task using \((Q_i, Q_{i+1})\).
- **Template classification model without fine-tuning**: We apply fine-tuning to solve next template prediction. To evaluate the effect of fine-tuning, we include a template classification model that uses the classifier component without the trained encoder.

We considered experimentally evaluating our work against SQLSugg [13] and SnipSuggest [22] but found this to be inappropriate.

To begin with, both SQLSugg and SnipSuggest solve different problems than the one that we solve—both help users translate their intention or requests to SQL queries. This means that they cannot propose new fragments that are not related to user input, which means that they will necessarily perform similarly to naïve \(Q_i\), which we thoroughly experimentally analyzed. As we show in
Table 3: Model statistics, where $T_{train}$ is training time in hour and $T_{infer}$ is inference time per query in second. We denote transformer as tfm.

<table>
<thead>
<tr>
<th>Model</th>
<th>SDSS</th>
<th>SQLShare</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_{train}$</td>
<td>$T_{infer}$</td>
</tr>
<tr>
<td>seq-less</td>
<td>cons25</td>
<td>tfm</td>
</tr>
<tr>
<td></td>
<td>13.12</td>
<td>38.24</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>8,003,869</td>
<td>72,676,361</td>
</tr>
<tr>
<td></td>
<td>1.05</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>0.81</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>41,377,294</td>
<td>15,026,428</td>
</tr>
</tbody>
</table>

Table 4: Evaluation metrics.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Metric</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fragment prediction</td>
<td>Precision</td>
<td>$\frac{\sum_{Q_i}</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>$\frac{\sum_{Q_i}</td>
</tr>
<tr>
<td>Template prediction</td>
<td>Accuracy</td>
<td>$\frac{\sum_{Q_i} 1_{\text{templates}<em>{Q_i} \subseteq \text{template}</em>{Q_{i+1}}}}{\sum_{Q_i} 1_{\text{templates}<em>{Q_i} \cap \text{template}</em>{Q_{i+1}}}}$</td>
</tr>
<tr>
<td></td>
<td>MRR</td>
<td>$\frac{\sum_{Q_i} 1_{\text{rank}(\text{template}<em>{Q</em>{i+1}}</td>
</tr>
</tbody>
</table>

Section 6.3.1, our approach greatly outperforms naïve $Q_i$ because it cannot suggest new fragments.

Secondly, both methods assume the availability of resources that we do not have. SQLSugg requires schema information and access to the database, neither of which we have in our datasets. SnipSuggest requires human intervention to guide the query completion. Without any intervention, which we would need to assume in order to do a fair comparison, their results would be even more limited than the existing fragments that they are able to produce.

Therefore, since both methods are going to necessarily do worse when testing against our metrics, we have tested against naïve $Q_i$, which provides very similar results, and they require resources that we did not have, we did not experimentally evaluate against them.

6.2.4 Model Training and Hyper-Parameter Tuning. We use the standard cross-entropy loss, which decreases as the predicted probability converges to the actual word token for a given step. We use Adam as the optimizer following [5, 48].

Deep learning models need to be configured correctly. Since our workload analysis (Section 5) shows many differences in the SDSS and SQLShare datasets, we separately tuned the hyper-parameters for each dataset. Following [3, 4, 9, 15, 25, 48, 55], we mostly preserved the model architecture and constrained the range of the training dynamics to make the tuning tractable. For the transformer models, we assessed the number of attention heads in [8, 16], hidden size in [512, 1024], and number of layers in [2, 12] as in [25, 48]. For ConS2S, we fixed the hyper-parameters as [15]. We tested the batch size in [16, 64] for both architectures. For template prediction, we also tuned the classification models and tested the hidden size in [300, 2000]. We assessed dropout in [0.0, 0.3] and learning rate in [1e$-4$, 1e$-6$] for all models. The hyper-parameters are selected based on the best validation loss using early stopping.

6.2.5 Performance Metrics. Table 4 shows our evaluation metrics. For fragment prediction, we evaluate the methods in the fragment-set setting and N-fragments setting, where $N$ is in [1, 5], and $R$ is the test dataset of pairs $(Q_i, Q_{i+1})$. $\text{fragments}_{Q_{i+1}}(Q_i)$ is the model-predicted N-fragments in $Q_{i+1}$’s generated using beam search strategies (Section 4.2.2). In the fragment-set setting, $\text{fragments}_{Q_{i+1}}(Q_i)$ is replaced with $\text{fragments}_{Q_{i+1}}(Q_i)$, where $Q_{i+1}$ is the model predicted query generated by greedy decoding. We report the test F-measure of individual fragment types. Hence fragments in the metrics can be replaced by the four specific types of fragments. For N-templates prediction, we report the test average accuracy as a rank-less metric, where $\text{templates}_{Q_{i+1}}(Q_i)$ is the list of $N$ predicted templates. We also evaluate the methods with two rank-aware metrics, mean reciprocal rank (MRR) and normalized discounted cumulative gain (NDCG). In the definition of accuracy, $\text{templates}_{Q_{i+1}}(\text{template}_{Q_i})$ is an indicator function that returns 1 if $\text{template}_{Q_i}$ is in the list of templates $\text{templates}_{Q_{i+1}}(Q_i)$ and 0 otherwise. In MRR, $\text{rank}(\text{template}_{Q_i})$ is a function that returns the rank of template $\text{template}_{Q_i}$ in the list of templates $\text{templates}_{Q_{i+1}}(Q_i)$ (it returns infinite if $\text{template}_{Q_i}$ does not appear in the list). Due to the similarity in our results, we only include NDCG in the full version.

6.3 Next Fragment Prediction

6.3.1 Fragment-Set Prediction. In this setting, given $Q_i$, the methods output all the fragments that are likely to appear in $Q_{i+1}$. Since naïve $Q_i$ directly outputs $\text{fragments}_{Q_i}$, it shows the similarity in the fragment-sets in $Q_i$ and $Q_{i+1}$. Hence naïve $Q_i$ sets the bar for the fragment prediction task and specifies its difficulty. For SDSS (Table 5), both seq-aware deep learning models outperform the baselines, indicating a strong sequence effect in table, column, and function prediction. In terms of architectures, the transformer generally outperforms ConS2S in both seq-less and seq-aware cases. Specifically, seq-aware transformer performs the best in table, column, and function prediction, while seq-less transformer performs well in literal prediction. For each type of fragment-set, comparing the models to naïve $Q_i$, we observe the most improvement in table and function prediction. One possible reason is the diversity of word tokens in the data. From our workload statistics (Table 2), SDSS has a lower count of unique tables (56) and functions (110) than columns (3,756) and literals (636). This implies that tables and functions may occur more frequently in the dataset as a whole. More occurrences can help the deep learning models recognize functions and literals than tables and columns in SQLShare [44].

For SQLShare (Table 5), seq-less models outperform others by far, indicating a weak sequence effect. We attribute this to the nature of the dataset for two possible reasons. First, we note that naïve $Q_i$ performs better in SQLShare than SDSS. naïve $Q_i$’s high performance indicates a higher similarity between $\text{fragments}_{Q_i}$ and $\text{fragments}_{Q_{i+1}}$ in SQLShare (Section 5.3.3). Since our sequence effect is captured by $\langle Q_i, Q_{i+1} \rangle$, we observe that the sequence effect gets weaker as this similarity increases. Second, regardless of the sequential features in data, it is possible that the potential of seq-aware models is constrained by the data size, as neural networks generally benefit from larger datasets [44]. The seq-aware models may be more sensitive to the data size since more variance is introduced as they consider more columns in SQLShare [44].

Next we look at the model performance on each type of fragment set for SQLShare (Table 5). Function and literal prediction have the most improvement from naïve $Q_i$. Similar to SDSS, this
result could also be explained by the diversity of functions and literals in SQLShare. From Table 2, there are fewer unique functions (455) and literals (685) than tables (1,722) and columns (4,564) in SQLShare. As discussed in Section 5.3.1, SQLShare has more unique tables and columns since the service allows user-uploaded datasets.

6.3.2 N-Fragments Prediction. In this setting, given $Q_i$, the methods output N-fragments that are likely to appear in $Q_i$. We assess $N$ in [1, 10] and report $N$ in [1, 5] since the results for $N > 5$ are similar to $N = 5$. For SDSS (Figure 12), the general trend stays consistent with the fragment-set setting, where the seq-aware models vastly outperform the seq-less models and baseline popular. In literal prediction, all deep learning models outperform the baseline popular, with seq-less transformer being the best. Between the two deep learning architectures, the transformer generally outperforms ConS2S on all fragment types. The trend is the same for SQLShare (Figure 12), where seq-less models slightly outperform seq-less transformer in table, column, and function prediction, while seq-aware transformer performs the best in literal prediction. In terms of architectures, the transformer performs better than ConS2S.

Across the datasets, baseline popular performs drastically better on SDSS than SQLShare. This is due to the differences in the data explained in Section 5.3.1. Table 2 shows that all SDSS users share one dataset and schema, while there are 64 datasets in the SQLShare workload, where users typically upload their own datasets and have limited access to datasets uploaded by other users [19]. Hence the most popular fragments may not be accessible to all SQLShare users and thus may only appear in limited queries, which leads to low performance of baseline popular in SQLShare.

6.3.3 Discussion. Using the baseline naïve $Q_i$ as an anchor, it is relatively easier for the deep learning models to improve on table and column prediction. This is due to co-occurrence data such as n-grams in NLP. In SQL query statements, tables and columns are used in a certain position to comply with the grammar, e.g., tables often appear as a group in the where clauses. Neural networks utilize this feature well [33, 34]. Information about the relative or absolute position of the word tokens in a query is crucial for the transformer [48], whereas ConS2S is sensitive to local n-gram patterns [15] (Section 3). For these reasons, tables and columns are more likely to be captured by the deep learning models.

In next fragment prediction, the deep learning models in general outperform the baselines and known existing method on both datasets, which indicates the effectiveness of our data-driven approach in predicting all the fragments of the next query. The effectiveness of the data-driven approach on next fragment prediction varies depending on the workload, reflecting the importance of workload-aware recommendation. Furthermore, sequence effect also varies between the workloads. In general, seq-aware models trump in SDSS, while seq-less models perform better in SQLShare. Seq-aware models’ superior performance on SDSS indicates that their learning could benefit if there were more query pair samples in SQLShare.

In next fragment prediction overall, the transformer architecture outperforms ConS2S. One possible reason is that given long queries, the transformer can relate the word tokens in a query regardless of how far they are apart from each other [48]. This characteristic enables the transformer models to learn and preserve information better than ConS2S, especially when the data is more diverse and local n-gram patterns are less pronounced.

6.4 Next Template Prediction

In this section we discuss the effectiveness of the data-driven approach, sequence effect, and the fine-tuning technique. We first analyze the accuracy results of the methods on each dataset and then consider a rank-aware metric to analyze model performance in the N-templates setting. We acknowledge that the QueRIE framework does not consider SQL structure, which places it at a disadvantage.

6.4.1 Top-1 Template Prediction. Table 6 shows the template prediction accuracy of the methods. Given $Q_i$, the methods output the AST template most likely to appear in $Q_i$. Overall, all the deep learning models improve upon the baselines. Naïve $Q_i$ again sets up a baseline to show the difficulty of the problem. SQLShare is a harder dataset due to its more diverse templates and unique queries (Table 2). For SDSS, all the seq-aware models drastically outperform their seq-less counterparts, indicating a stronger sequence effect on SDSS than SQLShare. In terms of the architecture, transformer-tuned model consistently achieves the best accuracy on both workloads. For the fine-tuning effect, the deep learning architectures obtain different results. While ConS2S-tuned model seems less effective than the untuned model, transformer-tuned model generally performs the best.

6.4.2 N-Templates Prediction. The methods output N ranked templates to predict template($Q_i$). We assess $N$ in [1, 10] and report $N$ in [1, 5] and include a rank-aware metric MRR, described in Section 6.2.3. For SDSS (Figure 13), seq-aware transformer-tuned model consistently outperforms other methods in both accuracy and MRR. In addition, although seq-aware transformer-tuned only slightly outperforms seq-aware ConS2S-tuned in terms of accuracy, the difference grows on the rank-aware metric, meaning that seq-aware transformer-tuned is able to output more relevant template predictions. For SQLShare (Figure 13), although seq-less transformer-tuned performs the best at $N = 1$, seq-aware models start to pick up when $N > 2$, indicating that the sequence effect becomes more relevant as $N$ increases. In terms of architecture, transformer-tuned model still overall performs the best.
6.4.3 Discussion. For SDSS, the combination of sequence effect and the data-driven approach drastically outperforms the baselines and others. For SQLShare, the seq-aware approach becomes particularly relevant when $N > 2$. These results highlight the importance of the preceding query in next template prediction, especially when the user asks for more than one template recommendation.

For next template prediction overall, seq-aware transformer-tuned achieves the best performance on both rank-less and rank-aware metrics. Though the difference in performance between the transformer-tuned and ConS2S-tuned template classification model depends on the dataset.

In terms of the fine-tuning effect, regardless of sequence-awareness, the transformer architecture can be more effectively tuned than ConS2S for next template prediction. In summary, our results show the effectiveness of the combined use of the data-driven deep learning models and sequential information from the preceding query. The transformer achieves the best performance in both query fragment prediction and query template prediction. The transformer is also shown to work well with the fine-tuning technique.

7 RELATED WORK

7.1 Facilitating Query Composition

Query recommendation is one way to help users write queries. There are many approaches. SnipSuggest [22] models each query as a vertex and uses query popularity to build a directed acyclic graph (DAG); SQLSugg [13] generates undirected graphs as queryable templates; QueRIE [11] uses collaborative filtering to make recommendations based on summarized query sessions. These existing methods use selected features, e.g., tables and attributes, to model query statements, and ignore query sequences in sessions.

Alion et al. [2] use collaborative filtering to recommend sets of queries as OLAP sessions based on previous sessions. They use whole sessions and full sequences of queries instead of individual queries. Sessions are extracted from workloads, ranked based on similarity, and fitted to create a query that most resembles the user’s future steps in the current session. The framework in [34] recommends next steps in a data analysis context, where sessions are modelled as trees. Similar past sessions are compared using a tree edit distance metric. Abstract generalized actions are recommended instead of concrete actions, this is similar in concept to the templates we recommend. These two works are similar in goals but used in different contexts, with different inputs and outputs.

Data-aware query recommendation applies several query similarity measures, including data dependant measures that consider query answers and accessed data by the queries, to find relevant sessions and queries in a workload [3]. This work is similar to QueRIE and relies on pre-determined similarity measures. The most similar work to ours is [33] where the authors use q-learning, i.e., an algorithm based on reinforcement learning, for next query prediction. They apply RNNs and compare these learning algorithms. The main difference with our work is the treatment of next query and the characterization of the next query prediction. While we divide next query prediction into template prediction and fragment prediction, they define the problem as predicting the entire query.

Recent work has been using deep learning techniques for improvements in facilitating query composition from aspects other than query recommendation. In [55] character-level and word-level CNNs and LSTMs are used to predict query performance to guide users to write more efficient queries, while [28] shows query tree visualization to help users understand SQL fragments to formulate queries. While these solutions apply similar techniques to ours, they facilitate query composition from different perspectives.

Other related work, such as [29], addresses a related problem where the intent is to help users, without knowledge of SQL, formulate SQL queries. Users specify the output table as well as the input database instance (or use an existing one). The approach is to interactively show users example results and database instances that can lead them to the correct query. Such work makes a great step towards solving the related problem without using query logs at all. However, the supported class of queries is much
smaller, and the user interaction is more complex. For those reasons, it is very difficult to compare against our query log based methods.

7.2 Sequence Representation Learning

Neural networks are effective tools for learning the underlying explanatory factors and useful representation from data for sequence modelling tasks such as machine translation and natural language understanding [15, 17, 45, 48]. Using neural networks for representation learning has two main advantages. First, it reduces the cost of feature engineering and enables automatic feature learning from raw data in supervised or unsupervised approaches. Second, it allows models to work with heterogeneous data as they do not rely on hand-picked features. These advantages are important in our query recommendation problem. Feature engineering for queries is a challenging task and is not always applicable to different query workloads. [18, 20] employ LSTM autoencoder to express queries in a standardized format for query composition tasks such as error prediction and query similarity comparison. Our work differentiates as discussed in Section 4. We use seq2seq models to capture query sequences for effective query recommendation.

7.3 Deep Learning in Recommender Systems

Recommender systems estimate users’ preferences and interests to recommend them favourable items. These systems apply three types of strategies [40]. Content-based systems use items’ properties and users’ information to match items and users. In collaborative filtering, the recommendations are made by learning from the past user-item interactions, e.g., the history of visited or liked items. Hybrid systems apply a combination of the two strategies.

Recently, plenty of research has been done on deep learning in recommender systems. [8] applies neural networks to recommend videos on YouTube; [7] uses deep learning models to recommend applications on GooglePlay; [36] presents an RNN-based system to recommend Yahoo news (see [52] for a related parallel). LSTM autoencoder to express queries in a standardized format for query composition tasks such as error prediction and query similarity comparison. Our work differentiates as discussed in Section 4. We use seq2seq models to capture query sequences for effective query recommendation.
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8 CONCLUSION AND FUTURE WORK

We introduced a workload-aware deep learning query recommendation approach that addresses two main weaknesses of the existing query recommendation systems, namely the limited use of the sequential information from the preceding query and the predefined syntactic features used to compare queries. We applied and compared two state-of-the-art seq2seq models for fragment prediction and tuned them for template prediction. We evaluated the models on two real-world workloads and show major improvements over the existing methods for query recommendation and prediction.

There are many potential extensions to our work. First is incorporating query result information to customize recommendations. Automatic feature selection in these models makes it easier to apply the models in heterogeneous settings. Another research direction is applying and assessing the models in this paper with workloads of different query languages. More complex embedding techniques can also be explored. We are also interested in the transferability of the models. One direction is to train the models on one (or multiple) workload(s) and fine-tune them on a different workload. This could help if the large-scale workload data is unavailable for some DBMSs. A closely-related successful precedent is BERT [9] in NLP. Other architectures such as hierarchical models [31] could be explored to construct multi-level successful session information.