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ABSTRACT
Graph databases are increasingly receiving attention from industry and academia, due in part to their flexibility; a schema is often not required. However, schemas can significantly benefit query optimization, data integrity, and documentation. There currently does not exist a formal framework which captures the design space of state-of-the-art schema solutions. We present a formal design framework for property graph schema languages based on first-order logic rules, which balances expressivity and practicality. We show how this framework can be adapted to integrate a core set of constraints common in conceptual data modeling methods. To demonstrate practical feasibility, this model is implemented using graph queries for modern graph database systems, which we evaluate through a controlled experiment. We find that validation time scales linearly with the size of the data, while only using unoptimized straightforward implementations.

1 INTRODUCTION
Graph databases have been steadily growing in popularity in recent years, receiving attention from both industry and academia. Graphs offer a simple yet powerful model consisting of nodes and edges which can be structured freely. The property graph model, being a predominant data model among graph databases today, associates nodes and edges with labels and key–value pairs known as properties. This enables a natural expression of data originating from a wide variety of domains.
However, the freedom that graphs permit comes at a cost. Without a schema, we miss out on opportunities for query optimization, we risk degradation of data integrity, and we lack a formally verifiable source of documentation. Current work on property graph schema solutions aims to bring schemas back to the world of graphs, blending the flexibility of the graph model with the structure of relational databases. However, there currently is no systematic formal framework which captures the state of the art. Such a framework is necessary to progress towards standardization of property graph schema languages, to formally understand the relative capabilities of current solutions, and to identify missing capabilities needed for practical impact.

To remedy this lack of systematic understanding of property graph schema design, in this paper we make the following concrete contributions. (1) We propose a formal framework for property graph schema languages which is general enough to study the state of the art. (2) Next, we provide an instantiation of this framework in the form of a concrete schema language which integrates constraints from common conceptual data modeling methods. (3) Moreover, we provide a prototypical implementation of schema validation in the form of graph queries, and (4) we investigate the practical feasibility of our approach using contemporary graph databases by means of a controlled experiment.

2 RELATED WORK
Graph Schema Formalisms. Several proposals address schemas for graph-based data models other than property graphs. Early work enables the specification of allowed edges and paths for edge-labeled graphs using simulation [1, 9]. Others have proposed methods based on regular expressions, supporting constraints over graph patterns [12]. However, these approaches are not directly applicable to property graphs.

A basic notion of property graph schema using first-order logic rules was first defined in [2]. In this work, no distinction is made between mandatory and optional properties. Another approach uses restrictive homomorphism semantics for schema validation [8]. This method does support mandatory properties, but neither of these solutions support edge cardinality constraints.

Property Graph Schema Implementations. Current property graph database systems vary in their support and philosophy regarding schema. Some require the user to specify a schema, while others infer a schema from data. In this section, we discuss the differences in terms of data models and schema capabilities of three of the most popular property graph databases: Neo4j, JanusGraph, and TigerGraph.

Neo4j is the most popular property graph database engine as of today. Neo4j’s approach to schema is primarily implicit: after inserting data, a schema that describes the data can be retrieved using built-in functions. In addition, some constraints can be explicitly specified, including mandatory properties.

JanusGraph has the most comprehensive set of schema features among popular systems. In addition to automatically generating a schema, explicit schema definition is also supported. It can be specified which properties may exist depending on the label of a node or edge. Furthermore, property values are restricted to a data type and may be single-valued or multi-valued. In addition, the types of the source and target nodes that may be connected by an edge with a particular label can be constrained. Edge cardinality can be constrained to one-to-one, one-to-many, many-to-one or many-to-many. These features are centered around specifying what is allowed in the graph, but mandatory properties and edges are not supported. JanusGraph can impose constraints on the maximum edge cardinality, but not the minimum.

TigerGraph [14] is schema-first; the entire schema must be specified before a database is instantiated. This enables powerful optimizations, building on decades of research on relational databases. TigerGraph’s schema is strict, in the sense that every node label, edge label, and property must be explicitly defined.

2 https://neo4j.com/
3 https://janusgraph.org/
Moreover, all allowed properties are also mandatory. All properties have a fixed data type, which may be singular or multi-valued. Schema edges must specify the source and target node type(s).

**Summary.** Table 1 compares the state-of-the-art with our solution. Features: Mandatory property constraints express that some property must be defined on a node or edge. Allowed property constraints express that no properties other than those specified in the schema may be defined. Endpoint constraints express that edges must not connect nodes which do not conform to some particular types. Data type constraints express that the value of a property must be of a particular data type. Optional property constraints express that the value of a property must be either undefined or of a particular type. Maximum and minimum cardinality constraints express that a node must have a particular number of incoming or outgoing edges of a particular type.

### 3 PRELIMINARIES

We start by introducing our data model, which is based on the definition of property graph established by the Working Group for Database Languages (WG3) as part of ISO/IEC JTC1/SC32 [13]. Our notion of property graph represents data as a directed attributed multigraph. Nodes and edges carry data in the form of a set of labels and a set of key–value pairs, called properties. We use the umbrella term *term* to refer to nodes and edges. For simplicity, we do not consider undirected edges, although they could be easily simulated. We assume the existence of the following countably infinite sets: the set of labels $L$, the set of property names $N$ and the set of property values $\mathcal{V}$.

**Definition 3.1 (Basic record).** A record is a finite partial function $r : N \rightarrow \mathcal{V}$ that maps some property names to property values. We denote such records as $(n_1 : v_1, \ldots, n_k : v_k)$. The set of all records is denoted as $R$.

**Definition 3.2 (Property graph).** A property graph is a tuple $G = (N, E, \rho, \lambda, \pi)$ where

- $N$ is a finite set of nodes;
- $E$ is a finite set of edges such that $N \cap E = \emptyset$;
- $\rho : E \rightarrow (N \times N)$ is a total function mapping edges to ordered pairs of nodes;
- $\lambda : (N \cup E) \rightarrow 2^L$ is a total function mapping nodes and edges to (possibly empty) set of labels;
- $\pi : (N \cup E) \rightarrow R$ is a total function mapping nodes and edges to a record.

Given a node $u$, the set of **outgoing** edges is $\{ e \in E \mid \exists v \in N : \rho(e) = (u, v) \}$, and the set of **incoming** edges is $\{ e \in E \mid \exists v \in N : \rho(e) = (v, u) \}$.
property type. We denote record types as \( \langle a_1 : t_1, \ldots, a_n : t_n \rangle \). The set of all record types is denoted as \( T^* \).

Definition 4.3 (Basic record conformance). We say that a record \( r \) conforms to a record type \( t' \), denoted \( r \in [\! [ t' ]\! ] \), if for each property name \( k \in N \) it holds that (1) \( r(k) \) is defined if \( t'(k) \) is defined and (2) \( r(k) \in [\! [ t'(k) ]\! ] \) if \( r(k) \) and \( t'(k) \) are defined.

Next, we define a basic notion of schema.

Definition 4.4 (Basic property graph schema). A property graph schema is a tuple \( S = (N, E, \rho, \lambda, \tau) \) where:

- \( N \) is a finite set of schema nodes;
- \( E \) is a finite set of schema edges such that \( N \cap E = \emptyset; \)
- \( \rho : E \to (N \times N) \) is a total function mapping schema edges to ordered pairs of schema nodes;
- \( \lambda : (N \cup E) \to 2^N \) is a total function mapping nodes and edges to a (possibly empty) set of labels;
- \( \tau : (N \cup E) \to T^* \) is a total function mapping nodes and edges to record types.

The similarity between property graphs and schemas allows us to think about them in similar ways. The key difference is that schemata associate properties with types rather than concrete values. Note that a property graph schema can be simulated by a property graph if we allow properties to take property types as values, i.e. \( T \subseteq V \).

Finally, we define conformance of a property graph to a schema.

Definition 4.5 (Conformance relation). Given a property graph \( G = (N, E, \rho, \lambda, \pi) \) and a property graph schema \( S = (N', E', \rho', \lambda', \tau) \) we define the binary conformance relation \( \subseteq \) as \( \{ (o, o') \in (N \cup E) \times (N' \cup E') \mid \lambda(o) = \lambda'(o') \land \pi(o) \in [\! [ \tau'(o') ]\! ] \} \). We say that an object \( o \) conforms to a schema object \( o' \) if and only if \( o \subseteq o' \).

Definition 4.6 (Basic schema conformance). Given a property graph \( G = (N, E, \rho, \lambda, \pi) \) and a property graph schema \( S = (N', E', \rho', \lambda', \tau) \), we say that \( G \) conforms to \( S \) if and only if all of the following rules hold.

1. Every node \( n \) conforms to some schema node \( n' \):
\[
\forall n \in N \exists o' \in N' : n \subseteq o'.
\]
2. Every edge \( e \) conforms to some schema edge \( e' \), and the source and target nodes of \( e \) conform to the respective endpoints of \( e' \):
\[
\forall e \in E \exists o' \in E' : e \subseteq o' \land \text{src}(\rho(e)) \subseteq \text{src}(\rho'(e')) \land \text{trg}(\rho(e)) \subseteq \text{trg}(\rho'(e'))
\]

Intuitively, rule 1 specifies the types of nodes that are allowed to exist in the graph. If there exists a node in the graph that is not specified in the schema, the graph does not conform. Rule 2 similarly specifies the types of edges that are allowed. Under these definitions, every property is effectively mandatory, and no properties may exist other than those specified in the schema. Hence mandatory property constraints, allowed property constraints, and data type constraints are maintained. Note that rule 2 looks not only at the properties of the edge itself, but also at the source and target nodes. This prevents a node from having an incident edge that is not explicitly allowed, even if that edge itself does conform to some schema edge. Hence, endpoint constraints are also maintained. An example of a property graph schema is given in Figure 2. The notation is similar to the one used for property graphs, with some additions for cardinality constraints and optional properties (explained in Section 5).

5 ADAPTING THE SCHEMA LANGUAGE

Schema languages must balance expressivity with practicality. To determine which features to include, we follow common conceptual modeling methods such as the Entity–Relationship (ER) model [11]. This model bears resemblance to the property graph model, as entities can be mapped to nodes, relationships to edges, and attributes–value pairs to properties. The ER model can be used to express constraints such as mandatory properties, endpoint constraints, and data type constraints. After the original specification, the ER model has been extended in various ways. For example, [6] proposed a notation which introduced cardinality constraints and optional properties. To achieve feature parity with this extended ER model, we adapt our basic schema model to support two additional kinds of constraints: cardinality constraints and optional properties.

5.1 Cardinality Constraints

To improve readability of our conformance rules, we first introduce a generalization of the existential quantifier which enables counting the number of distinct variables that satisfy a predicate.

Definition 5.1 (Counting quantifier). The counting quantifier is defined as follows. Given two natural numbers \( n, m \in \mathbb{N} \), a predicate \( P \), and a set \( X \), define
\[
\exists^\# X \in X : P(x) \equiv \exists x_1, \ldots, x_n \in X : P(x_1) \land \cdots \land P(x_n) \land \forall 1 \leq i < j \leq n : x_i \neq x_j;
\]
\[
\exists^{\# m} X \in X : P(x) \equiv \exists x_1, \ldots, x_{m+1}, \ldots, x_k \in X : P(x_1) \land \cdots \land P(x_k) \land \forall n < i < j \leq k : x_i = x_j;
\]
\[
\exists^{[n,m]} X \in X : P(x) \equiv \exists^m x \in X : P(x) \land \exists^m x' \in X : P(x');
\]
\[
\exists^{[n,m]} X \in X : P(x) \equiv \exists^m x \in X : P(x).
\]

Here, the \( \equiv \) operator denotes logical equivalence.

Next, we introduce the notion of a cardinality constraint.

Definition 5.2 (Cardinality constraint). A cardinality constraint is an ordered pair of intervals \( [n_1, m_1], [n_2, m_2] \) where \( n_1, n_2 \in \mathbb{N} \) and \( m_1, m_2 \in \mathbb{N}^* \) with \( \mathbb{N} = \{0, 1, 2, \ldots\} \) and \( \mathbb{N}^* = \mathbb{N} \cup \{\ast\} \). The set of all cardinality constraints is denoted as \( C \).
The two intervals of a cardinality constraint apply to the source and target of an edge, respectively. We also use the functions \( \text{src} \) and \( \text{trg} \) to refer to the first and second interval of a cardinality constraint, i.e. \( \text{src} ([n_1, m_1], [n_2, m_2]) = [n_1, m_1] \) and \( \text{trg} ([n_1, m_1], [n_2, m_2]) = [n_2, m_2] \).

Next, we revise the definitions of property graph schema and schema conformance, making use of cardinality constraints. The following definitions subsume Definition 4.4 and 4.6.

**Definition 5.3 (Property graph schema).** A property graph schema is a tuple \( S = (N, E, \rho, \lambda, \tau, \eta) \) where
- \( N \) is a finite set of schema nodes;
- \( E \) is a finite set of schema edges such that \( N \cap E = \emptyset \);
- \( \rho : E \rightarrow (N \times N) \) is a total function mapping schema edges to ordered pairs of schema nodes;
- \( \lambda : (N \cup E) \rightarrow 2^{\lambda} \) is a total function mapping nodes and edges to a (possibly empty) set of labels;
- \( \tau : (N \cup E) \rightarrow T^* \) is a total function mapping nodes and edges to record types;
- \( \eta : E \rightarrow C \) is a total function mapping schema edges to cardinality constraints.

**Definition 5.4 (Schema conformance).** Given a property graph \( G = (N, E, \rho, \lambda, \pi) \) and a property graph schema \( S = (N', E', \rho', \lambda', \tau, \eta) \), we say that \( G \) conforms to \( S \) if and only if all of the following rules hold:

1. Same as rule 1 of Definition 4.6.
2. Same as rule 2 of Definition 4.6.
3. If a node \( n \) conforms to the source of a schema edge \( e' \), it must have the right number of outgoing edges of the right type:
   \[
   \forall n \in N \forall e' \in E': \quad [n \subseteq \text{src}(\rho(e')) \implies \exists^{n-\eta(e')} e \in E: \quad e \in e' \land \text{src}(\rho(e)) = n \land \text{trg}(\rho(e)) \subseteq \text{trg}(\rho(e'))]
   \]
4. If a node \( n \) conforms to the target of a schema edge \( e' \), it must have the right number of incoming edges of the right type:
   \[
   \forall n \in N \forall e' \in E': \quad [n \subseteq \text{trg}(\rho(e')) \implies \exists^{\eta(e')} e \in E: \quad e \in e' \land \text{src}(\rho(e)) \subseteq \text{src}(\rho(e')) \land \text{trg}(\rho(e)) = n]
   \]

Compared to Definition 4.6, rule 1 and 2 are unchanged, while rule 3 and 4 maintain minimum and maximum cardinality constraints on edges. With these new rules, we can also enforce mandatory edges, i.e. a cardinality constraint of "at least one".

Cardinality constraints are denoted in Figure 2 by annotating each edge with two intervals (one at the source and one at the target). Intervals such as \([n, m]\) are written as \(n.m\) following UML notation [15]. Moreover, we use the "look-across" notation, meaning that the interval indicates the minimum and maximum number of edges that the node on the other side of the edge must participate in. In this example, \(\eta(e_1) = ([0, \ast], [1, \ast])\).

### 5.2 Optional Properties

We revise the definition of record by adding a special property value \texttt{undef}, which indicates that the value of a property is not defined. The following definition subsumes Definition 3.1.

**Definition 5.5 (Record).** A record is a total function \( r : N \rightarrow V \cup \{\text{undef}\} \) that maps property names to property values or the special value \texttt{undef}. We denote such records as \( \{n_1 : v_1, \ldots, n_k : v_k\} \). The set of all records is denoted as \( \mathcal{R} \).

For a record \( r \) and a property name \( k \in N \) such that \( r(k) \) was previously undefined, we now say \( r(k) = \text{undef} \). This can be seen as the "default" value of a property.

We adjust the definitions of property conformance, record type, and record conformance accordingly. These subsume Definitions 4.1, 4.2, and 4.3.

**Definition 5.6 (Property conformance).** For each property type \( \tau \in T \) there is a set \([\tau]\) \( \subseteq V \cup \{\text{undef}\} \) that contains all property values that conform to the type \( \tau \). We say \( r \) is optional if \( \text{undef} \in [\tau] \). We use the notation \( t? \) to mark a property as optional, i.e. \([t?] = [t] \cup \{\text{undef}\}\).

**Definition 5.7 (Record type).** A record type is a total function \( t^* : N \rightarrow T^* \) that maps property names to property types. We denote such record types as \( \{n_1 : t_1, \ldots, n_k : t_k\} \).

**Definition 5.8 (Record conformance).** We say that a record \( r \) conforms to a record type \( t^* \), denoted \( r \in [t^*], \) if and only if for each property name \( k \in N \) it holds that \( r(k) \in [t^*(k)] \).

With these final definitions we can maintain optional property constraints. An example is given in Figure 2, where the \texttt{role} properties on \( e_1 \) and \( e_4 \) are optional.

### 6 PRAC TICAL VALIDATION

**Assumptions.** To reduce the complexity of implementation, we assume that the set of labels of a schema object functionally determines the record type of that schema object. Recall from Section 4 that every object must conform to a schema object (rule 1 and 2). This implies that if an object has the same set of labels as a schema object, it must conform to that schema object (since there exists no schema object with the same label set and a different record type). We find that this assumption holds in many domains, including the datasets we study in Section 7.

**Validation Variants.** We consider two variants of the schema validation problem. Binary validation: given a graph and a schema, determine whether the graph conforms to the schema or not. Full validation: given a graph and a schema, find all graph objects which cause a violation of at least one of the rules of schema conformance. While a binary validation method may be sufficient for some use cases, full validation is required when we want to explain why a graph does not conform. With binary validation we can stop as soon as we find a single violation, while full validation always requires finding all violations.

**Implementation.** We implement our method using three modern graph database systems which each take a unique schema approach. Where possible, we make use of the schema functionality exposed by the database engine. For constraints that cannot be validated in this way, we use graph queries. In all cases, we leave the database system internals unchanged. Further details and example queries are provided in [7], and the complete source code is available on GitHub.²

### 7 EMPIRICAL EVALUATION

We next evaluate the performance of our prototypical implementation through a controlled experiment using three graph database systems which we will call GDB1, GDB2, and GDB3. The presented results may help the reader to determine whether our approach is feasible for their use case. To explore the cost of validating property graph schema conformance, we aim to answer the following research questions:

²https://github.com/nimobeeren/thesis
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Table 2: Size statistics of datasets. \( |N| \) and \( |E| \) represent the number of nodes and edges. \( |N'| \) and \( |E'| \) represent the number of schema nodes and schema edges.

| Dataset         | \( |N| \) | \( |E| \) | \( |N'| \) | \( |E'| \) |
|-----------------|--------|--------|--------|--------|
| Recommendations  | 28,863 | 166,261| 6      | 6      |
| SNB (SF0.1)     | 327,588| 1,477,965| 14  | 20    |
| SNB (SF0.3)     | 908,224| 4,583,118| 14  | 20    |
| SNB (SF1)       | 3,181,724| 17,256,038| 14  | 20    |

RQ1 How does validation time differ between the binary and full validation variants?

RQ2 How is validation time related to the scale of the data?

RQ3 How is validation time related to the amount of schema violations?

RQ4 How does validation time differ between database systems?

7.1 Methodology

We perform a set of performance experiments in various realistic scenarios. For each workload, we perform three subsequent runs, from which we report the average.

Validation time. We are interested in the time it takes to validate conformance of a graph to a schema. For GDB1 and GDB3, we measure this using the execution time as listed in the internal query logs. Even though we depend on the logs to provide a fair and accurate measurement, we believe this method is best because it ignores irrelevant things, such as the time taken to print the results. GDB2 does not provide such logs, so we use the wall-clock time. If multiple queries are needed to produce an answer, we take the sum of their execution times.

Dataset. To determine the impact of different schemas and scales on the performance of our implementation, we apply our methods to two datasets. The Recommendations Graph is a relatively small dataset with a simple schema, provided by Neo4j. It consists of real data sourced from Open Movie Database and MovieLens. It contains movies, actors, directors, and users who rate movies. The LDBC Social Network Benchmark (SNB) is a synthetic dataset designed to evaluate graph-like data management technologies in a realistic setting. The dataset consists of users, messages, likes, and other social network concepts. We run multiple workloads with different scale factors (SF), which lets us analyze how our solution scales with the size of the data. These datasets are diverse in scale, but they are all small enough to fit entirely in memory. This choice is motivated primarily by convenience, keeping validation times relatively short and allowing us to perform tests in many different scenarios. Some statistics regarding the size of the datasets are given in Table 2. Their schemas are provided in [7].

Validation variant. We consider two variants of the validation problem: binary and full validation. For binary validation, we measure the time until the first schema violation is found (or until the last query has finished, if there are no violations). For the full variant, we measure until the last query has finished, because all violations must be found.

Violation rate. We expect the validation time of the binary variant to be affected by the number of schema violations in the data. If the data graph conforms to the schema, the entire graph is scanned. However, as soon as a single violation is found, the validation process can terminate. The higher the violation rate, the sooner we expect to terminate. We consider three levels of violation rate: none (the graph conforms to the schema), single (a single node violates a constraint), and many (roughly 50% of all nodes violate a constraint).

The way violations are introduced depends on the database system under test. For GDB2, we remove a mandatory property from nodes. Because GDB3 requires every property to have a value, we set it to a default value instead. Because GDB1 supports constraints that prevent missing mandatory properties, we remove a mandatory edge instead.

The choice to only introduce violations on nodes is convenient, but we expect it to be sufficient to have a measurable effect. If we assume the validation process to be a random search through all objects, we can model it as a sequence of random trials with probability \( 1 - p \), where \( p \) is the proportion of objects that violate a constraint. Thus, the time until the first violation is detected shrinks exponentially when the number of violations in the data grows. Even though all of our datasets have more edges than nodes, introducing a violation in 50% of nodes will significantly increase \( p \), as compared to a single violation or none at all.

Indexing and caching. To enable a fair comparison between databases, we attempt to put an equal amount of effort into optimization for each of them. We only use indexes that the database system creates by default. Most of these are not useful to us, because their purpose is to find sets of objects with specific labels or properties. The exception is GDB3’s outdegree index, which returns the number of outgoing edges with a particular label for a given node. To facilitate independence between subsequent runs, caching is disabled.

Hardware. All workloads are run on a single machine with 4 CPU cores and 6 gigabytes of dedicated memory.

7.2 Results

RQ1: Validation Variant. We run both the binary and full validation queries on all datasets. For these workloads, no violations are introduced. A two-sided T-test is performed to test for a difference between the mean validation time for the full and binary variant. The results for each database are shown in Figure 3. The queries for GDB2 on the SNB dataset with scale factor 0.3 and larger did not complete within an hour, and are excluded.

For GDB1, we find a statistically significant difference \( p < 0.05 \) between the full and binary variants, for all datasets except the Recommendations Graph. This difference could be explained by GDB1’s schema statistics, which are retrieved in constant time and eliminate the need for some of the queries in the full...
variant. However, on the smaller Recommendations dataset this advantage is no longer apparent, possibly because the constant lookup time outweighs the time saved by skipping some queries. We do not find evidence of a difference between the two variants for GDB2 and GDB3. This is expected, since the queries for both variants are very similar, and the binary variant cannot terminate early because the data conforms to the schema.

RQ2: Scale. Our results suggest a linear relationship between the number of objects and validation time. This is expected, since our queries perform a linear scan of the nodes and edges in the data graph. Further details can be found in [7].

RQ3: Violation Rate. To evaluate how schema violations affect validation time, we choose a fixed dataset and introduce some errors to the data. We choose the SNB dataset at SF0.1, because all databases could successfully complete the validation process. We only test the binary validation variant, because we do not expect the amount of violations to have a significant impact on the full variant.

The results in Figure 4 show different patterns for each database. A one-way ANOVA is performed to test for a difference between the mean validation time among all violation rates. For GDB1, increasing the violation rate decreases validation time (p = 0.005), but only by a small amount. For GDB2, violations cut validation time by two orders of magnitude (p < 0.0001). For GDB3, we found no evidence (p = 0.601) that increasing violation rate affects validation time. For further details see [7].

RQ4: Database. From the previous results, we can see there is a clear difference in performance between database systems. In nearly all scenarios, GDB3 beats GDB1 by an order of magnitude, and GDB2 is another order of magnitude slower. The only exception occurs when we introduce violations to the data. When there is a single violation, GDB2’s performance is roughly equal to GDB1’s, and when there are many violations, GDB2 is on par with GDB3.

Summary. (1) Schema validation can feasibly be performed with GDB1 and GDB3 for datasets of 20M objects. GDB2 did not complete on a dataset of 3M objects. (2) In nearly all scenarios, GDB3 is much faster than GDB1, and GDB1 is much faster than GDB2. However, when schema violations are introduced to the data, GDB2’s performance drastically improves. (3) GDB1 and GDB3 scale approximately linearly with the size of the data. (4) Schema violations have a moderate impact on validation time for GDB1, a very significant impact for GDB2, and no discernible impact for GDB3. This suggests GDB1 and GDB2 terminate the query as soon as a violation is detected. (5) Only GDB1 shows a significant difference in validation time between the full and binary variants when the data conforms to the schema, but this effect is no longer apparent when the data is small (~200K objects).

8 LIMITATIONS, FUTURE WORK, AND CONCLUSIONS

Limitations. More features could be added as needed to our language, e.g., key constraints [4, 11], subtyping [6, 16], mutual exclusivity [6], and larger graph patterns [12].

Some threats to the validity of our experimental results arise. Considering internal validity, the way we measured time could explain a small part of the variance between databases. Moreover, some variance can be explained by background processes and low-level CPU optimizations. This could have a noticeable effect when measuring on a sub-second timescale, though this is unlikely to change our conclusions. Considering construct validity, we operationalized schema violations by removing a mandatory property or edge, but other kinds of violations were not analyzed. Considering external validity, we used datasets up to 20M objects, but the observed relationships may not generalize to larger datasets, especially when they are too large to fit in memory. Furthermore, the two schemas consisted of similar constraints, and did not include all the kinds of constraints that can be expressed in our schema language. Finally, we are hesitant to draw conclusions about the optimal level of performance that could be achieved with better optimizations specific to each database. However, our results give an indication of the level of performance that can be expected from an initial implementation. Further opportunities for performance improvement are identified in [7].

Future Work. First, a formal analysis of our framework could improve understanding of its relation to other methods based on simulation [9] and homomorphism semantics [8] as well as the recently appearing work on PG-Schema [5]. Furthermore, the study of specialized validation algorithms and indexes could improve performance. For example, an incremental algorithm could provide significant benefit when a database is frequently updated. Moreover, schema information may be used to optimize query planning, as is often done in relational databases [9, 10, 17]. In addition, query type inference and type checking [12] could benefit usability of graph databases by detecting incompatible parameter types and inferring a query result type prior to execution. Additional important broader areas for investigation of our framework include: schema extraction and inference solutions for our model; the empirical impact of more complex schemas and different application domains; the interaction of schema enforcement and transaction management; and, a finer study of the search strategies employed by industrial systems for query-driven schema validation.

Concluding remarks. We have demonstrated practical feasibility of our approach for datasets up to 20M objects, even with straightforward non-optimized implementations. We observed that our implementation scales linearly with the size of the data. In general, we observed a large difference in performance between popular property graph databases. Our framework enables further theoretical and practical study of property graph schema languages, as highlighted in Section 8.

Acknowledgements. We thank Jan Hidders, Alex Poulovassilis, and Peter Wood for earlier discussions on property graph schema design.
REFERENCES


