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1 INTRODUCTION

Collaborative usage of resources is becoming increasingly popular in various fields. One common example are coworking spaces — office rooms with work places that can be rented by individuals on hourly basis. We consider the problem of assigning all booking requests for a day to equivalent office rooms with different but fixed opening times and fixed interchangeable closing times. The closing times are flexible due to daily maintenance, e.g. cleaning, which must be done in all rooms in an arbitrary order.

This problem is related to the known Interval Scheduling Problem with Machine Availabilities (ISMA), where each machine has a contiguous availability interval, and each job presents a specific time interval which has to be scheduled. According to our coworking scheduling application, we extend ISMA to Flexible Multithread ISMA (FlexMISMA) by introducing machine capacities that model the number of work places per room and by allowing to permute the end times of machines’ availability periods.

In this paper, we determine a tight classification of necessary conditions for the existence of a polynomial time algorithm for FlexMISMA, assuming P ≠ NP. More specifically, we develop a network flow model and present polynomial time algorithms for instances (i) with two machines, and (ii) with arbitrarily many machines of capacity one each. In the same time, we prove that increasing the machine capacity to two renders FlexMISMA NP-hard for arbitrarily many machines. Furthermore, we complement result (i) by showing that the problem is NP-hard already for instances with three machines as a special case of the Vertex-Disjoint Paths problem.
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is part of the input but polynomially solvable for a fixed number of machines.

There are several approaches to allow for multitasking machines in ISMA. Mertzios et al. [9] consider a variant, called Interval Scheduling with Bounded Parallelism, in which all machines can concurrently process up to a given number of jobs. The authors consider two objectives: minimizing the total active time of the machines needed to process all jobs, and maximizing the number of processed jobs given a number of machines. Another approach to allow for multitasking machines was presented by Angelelli and Filippi [1]. They introduce Interval Scheduling with a Resource Constraint (FISRC), where every machine and every job is additionally characterized by a resource supply or demand.

Generalizations of interval scheduling include the well-studied Unsplittable Flow problem on a path (UFP). In UFP, instead of machines we have a resource capacity that can be used by all scheduled jobs and jobs have individual demands. While it is easy to decide whether all jobs can be scheduled, the optimization problem where we have to select a maximum cardinality or maximum weight subset of jobs is NP-hard (generalizing Knapsack) and the currently best result is a 5/3-approximation algorithm [7].

UFP has a geometric version called the Storage Allocation Problem (SAP) [2, 10] where all scheduled jobs have to be drawn as non-overlapping axis-parallel rectangles. SAP with uniform job demands corresponds to a multithread version of ISMA, where for each pair of machines either the availability interval of one machine is contained in the interval of the other or the two intervals are disjoint.

1.2 Our Contribution

To model the coworking scheduling problem, we propose a twofold generalization of the Interval Scheduling problem with Machine Availability (ISMA) [8].

For one thing, we switch to multithread machines, i.e., we allow machines to process several jobs at a time. In order to keep the machines equivalent, we require all machines to have the same capacity. Note that in this case, we may assume that the machines’ end times are interchangeable.

In the setting of coworking scheduling, we assume that all rooms are identical, and that the transition time between the rooms for the cleaning team can be neglected, so the rooms can be cleaned in any order. However, every time the cleaning crew enters a new room in the evening, the room becomes unavailable for the customers. This implies that the periods during which the rooms are available for bookings are not fixed, since the cleaning start times can be permuted; the number of available rooms, in contrast, is fixed for any point in time.

Therefore, the second adjustment to ISMA is the possibility to permute the machine end times. In other words, the start and end times mainly depict information about when and how the number of available machines changes. However, we may still assume without loss of generality that every machine is preassigned a start time. The task is to assign every machine an end time and to schedule all jobs, or to decide that there is no such end time assignment and schedule. Due to the increased flexibility, we call the problem Flexible Multithread ISMA (FlexMISMA). Interestingly, despite the added flexibility, FlexMISMA turns out to be at least as hard as ISMA.

In this paper, we determine a tight classification of conditions that are required to obtain a polynomial time algorithm for FlexMISMA assuming \( P \neq NP \).

We start with analyzing the hardness depending on the number of machines. In Section 3.1 we provide a network flow interpretation of the problem. With its help we show that FlexMISMA can be solved in polynomial time if the number of machines is at most two. The general idea consists in computing a schedule for only one machine at a time using a MaxFlow Algorithm to find vertex-disjoint paths in a special graph. In a second step, we then transform the solution to a feasible solution for both machines.

However, this technique does not work if the number of machines is at least three. We show in Section 3.2 that such instances are NP-hard for FlexMISMA.

We continue by considering the case of machines with fixed capacity and show in Theorem 2 that FlexMISMA is NP-hard for machine capacity equal to two. To this end, we show that FlexMISMA is at least as hard as ISMA, which is known to be NP-hard [8]. For FlexMISMA with unit machine capacities, however, we show in Theorem 3 that the problem essentially boils down to solving an interval coloring instance and is thus solvable in polynomial time.

2 PROBLEM FORMULATION

We formulate the problem of coworking scheduling in terms of classical machine scheduling.

Interval Scheduling with Machine Availability (ISMA) is a known scheduling problem that incorporates a machine availability constraint into the Interval Scheduling problem. Specifically, ISMA assumes that every machine has a fixed availability period. Kolen et al. define ISMA as follows [8].

Definition 1 (ISMA). Given \( m \) machines that are available in periods \( [s_i, f_i) \) for \( i \in [m] \), and \( n \) jobs that require processing in the periods \( [a_j, b_j) \) for \( j \in [n] \), ISMA asks for a schedule that respects the availability of each machine and schedules no two jobs with overlapping processing intervals onto the same machine.

Since ISMA assumes that every machine processes at most one job at a time, it is insufficient for modeling the entire coworking scheduling problem. We extend the formulation of ISMA to allow for multithread machines that can process several jobs simultaneously, which models the coworking offices hosting several desks.

Further, we integrate the interchangeability of the machines’ end times (which represent the start times of the evening room cleaning). We formulate the problem in a general way by allowing arbitrary, not necessarily equidistant, start and end times. This leads to the following variant of Interval Scheduling where each machine has an assigned start time, and the end times are given but not preassigned to the machines.

Definition 2 (The Flexible Multithread ISMA problem (FlexMISMA)). An instance of the Flexible Multithread ISMA (FlexMISMA) problem is given by \( m \) machines, their capacity \( C \in \mathbb{N} \), start times \( (s_i)_{i \in [m]} \) for every machine, end times \( (f_i)_{i \in [m]} \) that still have to be assigned to a machine, \( n \) jobs, and the jobs’ processing intervals \( [a_j, b_j) \) for \( j \in [n] \). FlexMISMA
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Figure 1: An example of a FlexMISMA instance with $m = 3$ machines of capacity $C = 2$.

The size of an instance of FlexMISMA is defined by three parameters: the number of jobs $n$, the number of machines $m$, and the machine capacity $C$. Remarks above imply that the number of jobs is bounded from below by the total machine capacity, i.e., $n \geq m \cdot C$. We observe that the number of jobs is the main determinant of the size of an instance of FlexMISMA. In the following complexity study, we will focus on cases differentiated by values of parameters $m$ and $C$, while the number of jobs remains unbounded.

3 COMPLEXITY FOR A CONSTANT NUMBER OF MACHINES

In this section, we start studying the complexity of FlexMISMA. We consider the case of a fixed number of machines, which corresponds to scheduling a coworking space with a constant number of rooms. The case of one machine is trivial, as it reduces to Interval Scheduling; therefore, we proceed with the case of two machines, which represents a coworking space with two equivalent rooms.

3.1 Polynomial-time algorithm for two machines

The assumption of full machine utilization implies that in any feasible solution for FlexMISMA, every machine processes exactly $C$ jobs at any time unit of its availability period. We call a non-empty subset $\mathcal{J}$ of jobs feasible for machine $i \in [m]$ and end time $f \in [1,T]$, if for every time unit $s_i < t < f$, the set $\mathcal{J}$ contains exactly $C$ jobs that must be processed at time $t$, i.e., for all $t \in \mathbb{N}$

$$
\{ (j \in \mathcal{J} | t \in [a_j, b_j]) \} = \begin{cases} C, & \text{if } s_i < t < f, \\ 0, & \text{otherwise.} \end{cases}
$$

Note that all constraints of FlexMISMA are satisfied for a machine with some assigned end time if the jobs of a corresponding feasible set are assigned to it. In general, finding a feasible job set for one machine and some end time is not sufficient to solve FlexMISMA. However, this is sufficient if an instance of FlexMISMA has only two machines.
Lemma 1. For an instance of FlexMISMA with $m = 2$ machines, $n$ jobs and end times $(f_1, f_2)$, let the subset $J_1 \subseteq [n]$ of jobs be feasible for machine 1 with end time $f_1$ in $(f_1, f_2)$. Denote by $f_0$ the unique remaining end time, where $i' \neq i$. Then the set $J_2 := [n] \setminus J_1$ is feasible for machine 2 with end time $f_0$.

We omit the straightforward but technical proof of this Lemma.

As a consequence of Lemma 1, it suffices to find a feasible job set for one machine and end time in order to solve FlexMISMA for two machines. Therefore, we continue by proposing a method based on network flow for finding such a feasible job set.

First, observe that the assumption of full utilization implies that every job is immediately followed by another job, unless the former ends at some machine’s end time, i.e., for a job $j \in [n]$ holds $b_j = f_j$ for some $i \in [m]$ or there exists a job $j'$ with $a_{j'} = b_j$. If the latter holds true, we call job $j'$ a successor of $j$.

We use this connection between jobs to construct a directed graph $G = (V, A)$ that represents the FlexMISMA instance. This graph is called the successor graph and contains three types of nodes: a source vertex $u$ for every machine, a target vertex $w$ for every end time, and a transit vertex $v$ for every job, i.e.,

$$V := \{u_i, w_i \mid i \in [m]\} \cup \{v_j \mid j \in [n]\}.$$

The arcs of the network $G$ reflect the succession relationship: For machine $i \in [m]$, we construct arcs between the source vertex $u_i$ and all vertices $v_j$ whose corresponding jobs start at the same time as $i$ becomes available, i.e., $s_i = a_j$. For end time number $i \in [m]$, we construct arcs between the target vertex $w_i$ and every vertex $v_j$ whose corresponding job ends at $f_j$, i.e., $b_j = f_i$. For every two transit vertices $v_j$ and $v_{j'}$, we construct an arc from $v_j$ to $v_{j'}$ if and only if $j'$ is a successor of $j$, i.e., $b_j = a_{j'}$. Therefore,

$$A := \{(u_i, v_j) \mid i \in [m], j \in [n], s_i = a_j\} \cup \{(v_j, w_i) \mid i \in [m], j \in [n], b_j = f_i\} \cup \{(v_j, v_{j'}) \mid j, j' \in [n], b_j = a_{j'}\}.$$

An exemplary FlexMISMA instance and its corresponding successor graph are shown in Figure 2. Remark that the successor graph is acyclic and has $|V| = 2 \cdot m + n$ vertices and $|A| = O(n^2 + m \cdot n)$ arcs. Therefore, its construction requires time polynomial in the size of the underlying FlexMISMA instance.

We use the successor graph to construct feasible job sets for the machines by computing families of vertex-disjoint $u_i$-$w_i$-paths. Here, we use the term disjoint for internally vertex-disjoint paths.

Lemma 2. Let $C$ vertex-disjoint $u_i$-$w_i$-paths in the successor graph of a FlexMISMA instance be given, where $u_i$ is a source node and $w_i$ is a target node. Then the set of jobs represented by the nodes that are traversed by these paths is a feasible set for machine $i \in [m]$ and end time $f_i$. Conversely, if there is a feasible job set for machine $i$ and end time $f_i$, then the successor graph contains $C$ disjoint $u_i$-$w_i$-paths.

Proof. Let $C$ $u_i$-$w_i$-paths $P_1, \ldots, P_C$ be given in the successor graph, where $i, i' \in [m]$. For each path $P_l$, with $l = 1, \ldots, C$, let $J_l \subseteq [n]$ be the set of corresponding jobs, i.e., $J_l = \{j \in [n] \mid v_j \in P_l\}$. Let $\mathcal{J}$ denote the union of all these job sets:

$$\mathcal{J} := \bigcup_{l=1}^C J_l.$$

We show that the job set $\mathcal{J}$ satisfies the conditions of a feasible set for machine $i$. Since the paths are vertex-disjoint, the job sets $J_l$ are pairwise disjoint as well. By construction of the successor graph, for each $l = 1, \ldots, C$, the jobs in $J_l$ have disjoint processing intervals that cover in total exactly the interval $[s_i, f_i]$, i.e., for all $s_i \leq t < f_i$ there exists exactly one job $j \in J_l$ with $t \in [a_j, b_j)$ and $[a_j, b_j] \subseteq [s_i, f_i)$ for all $j \in J_l$. As a result,

$$|\{j \in \mathcal{J} \mid t \in [a_j, b_j]\}| = \begin{cases} C, & \text{if } s_i \leq t < f_i, \\ 0, & \text{otherwise}. \end{cases}$$

holds true and $\mathcal{J}$ is a feasible set for machine $i$.

Conversely, let $\mathcal{J} \subseteq [n]$ be a feasible job set for machine $i \in [m]$ and end time $f_i$. We explicitly construct the corresponding disjoint paths. First, we color the jobs in $\mathcal{J}$ with $C$ colors so that intersecting jobs have different colors. Such a coloring exists by definition of a feasible job set. Next, we color the corresponding transit vertices in the successor graph accordingly. In addition, for easier notation, we assign all $C$ colors to vertices $u_i$ and $w_i$.

Next, we show that every color class $J_l$ where $l \in [C]$, yields a $u_i$-$w_i$-path. Notice that by definition of a feasible set for machine $i$, for every time unit $t$ the set $J_l$ contains at most $C$ jobs spanning $t$. Therefore, at any time unit of the machine’s availability period and for each color $l \in [C]$, there is a job colored with color $l$. Thus, in the successor graph, every transit vertex of color $l$ is adjacent to exactly two other vertices of color $l$, to one by an outgoing and to one by an incoming arc. Additionally, the source vertex $u_i$ and the target vertex $w_i$ are adjacent each to exactly one transit vertex of color $l$. As a result, the vertices corresponding to job set $J_l$ form a $u_i$-$w_i$-path in the successor graph. Since the color classes are pairwise disjoint, so are the paths constructed from distinct color classes of $\mathcal{J}$. $\square$
Lemma 1 and Lemma 2 imply that to solve \textsc{FlexMISMA} with two machines, it suffices to find a family of \( C \) disjoint paths with common source and target vertices in the successor graph, or to show that no such family exists. We suggest using a \textsc{MaxFlow} subroutine to search for such disjoint paths. A flow in a graph with unit edge capacities corresponds in general to a family of edge-disjoint paths. We use the commonly known transformation in order to ensure that the paths are also vertex disjoint: We split every transit vertex \( v_j \) into two vertices \( v_j^- \) and \( v_j^+ \) connected by an arc \((v_j^-, v_j^+)\), and make all incoming arcs of the original vertex incident to \( v_j^- \) whereas the outgoing arcs of the original vertex become incident to \( v_j^+ \).

We use a subroutine that, given two vertices \( u \) and \( w \) and an integer \( C \), finds a \( u-w \)-flow of value exactly \( C \). It can be easily derived from \textsc{MaxFlow} solvers and runs in polynomial time. The procedure solving \textsc{FlexMISMA} with two machines works as follows after the successor graph is constructed. First, ask for a \( u_1(w_1) \)-flow of value \( C \). If there is no such flow, repeat the request for the target \( w_2 \) instead of \( w_1 \). If again no flow was found, abort — the instance is infeasible. Once a \( u_1(w_1) \)-flow \( \phi_1 \) of value \( C \) was found for some \( i \in \{1, 2\} \), assign to machine 1 the end time \( f_1 \) and all jobs \( j \in [n] \) for which the corresponding node \( v_j \) was traversed by the flow. Next, delete the sub-graph induced by the flow \( \phi_1 \) from the network. The remaining graph, called \emph{reduced}, contains exactly one source node, \( u_2 \) and one target node, say \( w' \). The remaining end time, as well as all remaining jobs, are assigned to machine 2. In this manner, the procedure not only finds two families of disjoint paths in the successor graph, but also directly constructs a solution for \textsc{FlexMISMA}.

The runtime of the procedure is determined by the runtime of the \textsc{MaxFlow} subroutine, which, for \( m = 2 \), is called at most two times. Hence, the procedure runs in polynomial time, and its correctness follows from Lemmata 1 and 2.

Naturally, the algorithm can be applied to instances with any constant number of machines while preserving the polynomial runtime. However, since Lemma 1 does not hold for three or more machines, the algorithm is not guaranteed to find a feasible solution. An example for which the algorithm fails is shown in Figure 2: If the highlighted flow is selected in the first iteration, then the reduced graph contains no further \( u-w \)-flow of value \( C \). Nevertheless, due to its polynomial runtime and partial correctness, our algorithm is a promising heuristic for \textsc{FlexMISMA}.

### 3.2 FlexMISMA is \( NP \)-complete for three or more machines

In the previous section, we saw a polynomial time algorithm for \textsc{FlexMISMA} with two machines which loses its complete correctness for three or more machines. In fact, \textsc{FlexMISMA} is \( NP \)-complete for more than two machines.

**Theorem 1.** FlexMISMA is \( NP \)-complete if the number of machines is fixed and greater than two.

We prove the \( NP \)-completeness by a three-staged reduction. Due to the page limit, we present only a sketch of the proof. The main ideas of the proof were already used by Garey et al. [6], we have to take care of some small but important differences.

First, we show that \textsc{FlexMISMA} is at least as hard as \textsc{Multithread ISMA} (\textsc{MISMA}) — an extension of ISMA which allows machines to have different capacities greater than one (but preserves fixed availability periods). The reduction is similar to the one presented further in Theorem 2. Next, we show that \textsc{MISMA} is at least as hard as the Permutation Partition problem (\textsc{PPP}), which is a decision problem on symmetric groups and is inspired by the Word problem for Products of Symmetric Groups introduced by Garey et al. [6].

\( \text{PPP} \) receives as input \( m \) numbers \( C_i \in \mathbb{N}, \ i \in [m] \), a partition \( L = \{L_1, \ldots, L_m\} \) of \([k]\), where \( k = \sum_{i \in [m]} C_i \) and \( |L_i| = C_i \), as well as \( t \) arbitrary subsets \( P_u \subseteq [k] \) for \( u \in [t] \). We further define the canonical partition \( M = \{M_1, \ldots, M_m\} \) of \([k]\) via \( M_i = \{r \in \mathbb{N} \mid \sum_{i \in [m]} C_i < r \leq \sum_{i \in [m]} C_i \} \subseteq [k] \) for \( i \in [m] \) and the embedded permutation groups \( S_{|L_i|} = \text{Stab}([k] \setminus P_u) \leq S_k \) for \( u \in [t] \). Here \( \text{Stab}(U) \) denotes the pointwise stabilizer of a set \( U \subseteq [k] \), and \( S_k \) the symmetric group on \( k \) elements. \( \text{PPP} \) then asks whether there exists a permutation \( \pi \in G_1 \circ \ldots \circ G_t \) such that \( \pi(M_i) = L_i \) for all \( i \in [m] \).

Finally, we prove the \( NP \)-completeness of \( \text{PPP} \) by a reduction from the Directed Vertex-Disjoint Paths problem.

### 4 COMPLEXITY FOR A CONSTANT MACHINE CAPACITY

In this section, we study \textsc{FlexMISMA} in the case of a fixed machine capacity \( C \). We show that \textsc{FlexMISMA} can be solved in linear time for \( C = 1 \) using Interval Coloring, but is \( NP \)-complete for fixed capacities \( C \geq 2 \).

**Theorem 2.** FlexMISMA is \( NP \)-complete if machine capacity is equal to 2.

**Proof.** We present a reduction from ISMA, which was proven to be \( NP \)-hard [8]. Suppose that an instance of ISMA with \( m \) machines available in periods \([s_j, f_j]\) for \( j \in [m] \) and \( n \) jobs with processing intervals \([a_j, b_j]\) for \( j \in [n] \) is given. We denote the time horizon of this ISMA instance by \( T = \max_{i \in [m]} f_i \).

Then, we construct an instance of \textsc{FlexMISMA} with \( m \) machines, with start times \( s'_j = i \) and with end times \( f''_j := T + m + i \) for \( i \in [m] \), and with capacity \( C' := 2 \), see Figure 3. Note that, by construction, all start (end) times are pairwise different, and every machine has one thread more than its counterpart in ISMA. We further construct \( n' := n + 3m \) jobs with the following processing intervals. We first shift the periods of jobs of the ISMA instance by \( m \); then, we add \( m \) auxiliary jobs to occupy the additional threads; last, we add 2\( m \) jobs to pad the increased availability periods. We obtain

\[
[a'_j, b'_j] \begin{cases}
[a_j + m, b_j + m], & j \in [n], \\
[a_j, b_j], & i \in [m], j = n + i, \\
[a_j, s_j + m], & i \in [m], j = n + m + i, \\
[f_i + m, f_i'], & i \in [m], j = n + 2m + i.
\end{cases}
\]

It remains to prove that the constructed \textsc{FlexMISMA} instance is feasible if and only if the original ISMA instance is feasible.

Let \( \lambda : [n] \rightarrow [m] \) represent a feasible solution to the ISMA instance. We extend this solution to a solution for \textsc{FlexMISMA} as follows: choose the end time assignment \( r := \lambda d[m] \) and extend assignment \( a \) to \( a' : [n'] \rightarrow [m] \) by filling the additional threads.
and extended availability periods with the additionally created jobs. By construction, the assignment

$$\alpha'(j) := \begin{cases} a(j), & j \in [n], \\ i \in [m], & a'_j = s'_i \text{ or } b'_j = f'_i, \end{cases}$$

with time assignment $\tau = \text{id}_{\lfloor m \rfloor}$ yields a feasible solution for the FlexMISMA instance.

Conversely, let $\alpha' : [n'] \rightarrow [m]$ and $\tau : [m] \rightarrow [m]$ represent a solution for the FlexMISMA instance. We still assume that all machines are utilized to full capacity during their entire availability period. Moreover, all start and end times of machines are distinct by construction. Therefore, all jobs $j$ with $a'_j = s'_i$ or $b'_j = f'_i$ for an $i \in [m]$ are necessarily assigned to machine $i$. Remark that, by construction, these are exactly the jobs $j \in [n'] \setminus [n]$. In particular, the jobs with availability periods $[s'_i, f'_i)$ guarantee that $\tau = \text{id}$. Note that there exists at least one such job for every $i \in [m]$. Furthermore, these jobs occupy their assigned machine during the complete availability period. Therefore, every job $j \in [n]$ is assigned by $\alpha$ to a machine $i \in [m]$ during the remaining availability period $[s_i + m, f_i + m)$ with remaining capacity $C' - 1 = 1$. This corresponds one to one to the availability periods and machine capacities of the original ISMA instance. Thus, $\alpha'(\lceil n \rceil)$ is a feasible solution for the ISMA instance.

It remains to consider FlexMISMA with machine capacity equal to one. We show an efficient algorithm for this case.

**Theorem 3.** FlexMISMA with unit machine capacity is solvable in time linear in the number of jobs.

**Proof.** In the case that every machine can process only one job at a time, FlexMISMA can be formulated as the well-known Interval Scheduling problem. Given an instance of FlexMISMA with $n$ jobs and $m$ machines, we transform it into an instance of Interval Coloring with $N := n + 2m$ intervals by representing start times $s_i$ with intervals $(0, s_i)$ and end times $f_i$ with intervals $(f_i, T + 1)$ for all $i \in [m]$.

The Interval Coloring problem is solved by a greedy algorithm in time linear in the number of intervals, provided that the endpoints of the intervals are sorted [4]. All interval endpoints in the instance of Interval Scheduling are non-negative integers not greater than $T + 1$. Therefore, the counting sort can be applied, which has runtime in $O(2N + T + 1) = O(n)$ [5].

Remark that FlexMISMA with single-thread machines differs from ISMA only by the fact that permutations of the end times of machines are allowed. We saw that weakening this one constraint transforms the NP-hard ISMA into a polynomially solvable problem.

This observation completes the study of complexity of FlexMISMA with fixed machine capacity. We conclude that the coworking scheduling problem is polynomial time solvable for single-desk offices, but becomes NP-hard if offices have two or more desks each.

## 5 CONCLUSION

In this paper, we presented the interval scheduling extension FlexMISMA and provided a tight classification of its hardness with respect to the number of machines and their capacity. Furthermore, we provided constructive algorithms for the polynomial-time solvable cases.

There are natural optimization versions of the considered problem, which aim to find a maximum cardinality or maximum weight subset of jobs that can be scheduled. An interesting direction for future work is to find approximation algorithms for these problems. Furthermore, due to the machine capacities, it is sensible to consider jobs with individual demands, leading to a new problem closely related to the Storage Allocation Problem, see Section 1.1.
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