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Magnus Müller
magnus.mueller@uni-mannheim.de
University of Mannheim
Mannheim, Germany

Guido Moerkotte
guido.moerkotte@uni-mannheim.de
University of Mannheim
Mannheim, Germany

ABSTRACT
We present a novel approach to estimate query result sizes for queries containing multiple joins. Our approach relies on (1) enhanced AKMV sketches and (2) a novel data structure called translation grid. In essence, we obtain estimates by connecting hashes from AKMV sketches via a translation grid.

1 INTRODUCTION
In query optimization, cardinality estimates, i.e., estimates for query result sizes, play an important role [8]. For instance, given a query for which an execution plan must be found, cardinality estimates are used to decide on the join order and whether to re-partition or broadcast tables in a distributed hash join.

In this paper, the problem we solve is to estimate the result cardinality of queries containing multiple joins. Consider, for instance, a star query in which the two dimension tables \( R \) and \( C \) operate on hashes. In particular, translation grids track pairs of existence criterion as frequency, in a joint frequency distribution. We refer to this extension of the values in \( R \) and keep track of the smallest hashes, where \( k \) is some fixed number. For brevity, let \( E := R \circ C \). The set of hashes \( \mathcal{H}_E \) in \( \mathcal{S}_E \) is defined as the k smallest hashes in \( \mathcal{S}_{R \cup C} \cap \mathcal{S}_{T,D} \) and each \( h \in \mathcal{H}_E \) has multiplicity

\[
\eta(h) = \begin{cases} 
\eta_{R,C}(h) + \eta_{T,D}(h), & \text{if } o = \cup \\
\min(\eta_{R,C}(h), \eta_{T,D}(h)), & \text{if } o = \cap \\
\max(\eta_{R,C}(h) - \eta_{T,D}(h), 0), & \text{otherwise}
\end{cases}
\]

Note that intersect and subtract operations can cause hashes with a multiplicity of zero. In case of intersection, this indicates that some entry was present only in one of \( R.C \) and \( T.D \).

The appropriate NODV estimate for an arbitrary AKMV \( S \) must reflect the number of hashes with multiplicity greater zero, to which we refer as \( p := \{|h| \in \mathcal{H}_E \mid \eta(h) > 0\} \}. Equation 1 is not applicable for AKMVs, since \( p \) is not reflected. Instead, the formula to compute the NODV estimate \( \hat{d}_{AKMV} \) of \( S \) is

\[
\hat{d}_{AKMV} = \frac{p - 1}{k} \cdot \max(\mathcal{H})
\]
estimate from Equation 1 - Beyer et al. have shown that decrementing the numerator by 1 is necessary to make the estimator unbiased [2].

Example: Consider AKMV $S = ((H, \eta) = \{(0.0002 < 0.003 < 0.008 < 0.015\}, (30, 50, 40))$. Observe that $\max(|H|)=0.015$ and $p=3$ hashes have multiplicity greater zero. Hence, assuming $k=4$, the NODV estimate $\hat{d}_{\text{AKMV}}$ of $S$ is $3/4 \cdot (4-1)/0.015 = 150$.

3 NEW OPERATIONS FOR AKMV SKETCHES

This section presents two new estimators and one new operation for AKMVs.

For an AKMV $S_D$ constructed on some expression $E$, we define its distinct ratio as the fraction of tracked hashes, i.e. $k/|E|_D$. We say that an AKMV with distinct ratio $x$ is an $x$-AKMV. In Section 4.4, we apply the distinct ratio as a scaling factor.

The following lemma shows how to estimate the distinct ratio of $S_E$.

Lemma 3.1. An estimate for the distinct ratio of some AKMV $S_E$ is $\frac{p_E}{d_{\text{AKMV}}}$. The rationale behind the estimate is simple. As mentioned above, when $S_E$ was constructed on $E$, its distinct ratio is $k/|E|_D$ and we simply substitute $|E|_D$ by its estimate $d_{\text{AKMV}}$. The numerator refers to cases where $S_E$ is the result of a multiset operation of two AKMVs. Then, some hashes in $H_E$ might have multiplicity 0. To reflect that hashes with multiplicity zero have no corresponding attribute values in $E$, we use $p_E$ in the numerator.

Next, we define a multiplication operation for AKMV sketches. The result of multiplying two AKMVs $S_{R.C}, S_{T.D}$ gives an AKMV for the expression $\pi((R \bowtie C) \bowtie D) \bowtie T$, or, equivalently, $\pi_D(R \bowtie C = D \bowtie T)$.

Definition 3.2. Let $S_{R.C}, S_{T.D}$ be two AKMVs. Their product $S_{R.C} \cdot S_{T.D}$ gives a new AKMV $S_{E}$, where $H_E$ contains the $k$ smallest hashes in $H_{R.C} \cup H_{T.D}$ and the multiplicity of each $h \in H_E$ is $\eta_E(h) = \eta_{R.C}(h) \cdot \eta_{T.D}(h)$.

AKMV multiplication allows us to derive AKMVs for join results from base table AKMVs. However, note that the derived AKMV $S_E$ is not necessarily equal to an AKMV constructed on $\pi((R \bowtie C) \bowtie D) \bowtie T$, since only $S_E$ might contain hashes with multiplicity zero.

Next, we observe that, in addition to NODV estimation, an AKMV $S_E$ can be used to estimate the cardinality $c := |E|$, i.e., the number of not necessarily distinct values in $E$.

Lemma 3.3 (Cardinality estimate). Let $M_E := \sum_{h \in H_E} \eta_E(h)$ be the summed multiplicities of the hashes in $H_E$ of AKMV $S_E$. An estimate for the cardinality $c$ of relational algebra expression $E$ is

$C_{\text{AKMV}} := \frac{M_E}{k} \cdot \frac{k-1}{\max(|H_E|)}$

Note that $C_{\text{AKMV}}$ is the simplified expression one receives from scaling $d_{\text{AKMV}}$ by the average multiplicity of the hashes with non-zero multiplicity in $H_E$. The estimate $C_{\text{AKMV}}$ is unbiased, in the sense that $E[C_{\text{AKMV}}] = c$, since hashes with small multiplicities have the same probability of being included in $H_E$ as hashes with large multiplicities. In particular, according to Beyer et al. [2], the hashes in $H_E$ constitute a random sample of the hashed values in $E$.

Corollary 3.4. $C_{\text{AKMV}}$ of $S_{R.C} \cdot S_{T.D}$ is an unbiased estimate for $|\pi((R \bowtie C) \bowtie D) \bowtie T)|$

Hence, the size of an equi-join can be estimated from two AKMVs constructed for the join attributes in the base tables. Note that $|\pi((R \bowtie C) \bowtie D) \bowtie T)| = |\pi((R \bowtie C) \bowtie D) T|$. The product of $S_{R.C} \cdot S_{T.D}$ is $S_{E} = \{(0.0002 < 0.003 < 0.008 < 0.015)\}, (30, 50, 40))$. Since $M_E = 120$ is the sum of the multiplicities, the join size $|R \bowtie C = D \bowtie T|$ is estimated as $C_{\text{AKMV}} = 120/4 \cdot (4-1)/0.015 = 6000$.

4 TRANSLATION GRIDS

This section presents the translation grid, a data structure that approximates the JED, cf. Section 1, of a pair of attributes/attribute sets. Translation grids, like AKMVs, entirely operate on the hashes of attribute values. We use translation grids to connect hashes from two AKMVs.

The example query from the introduction describes a situation where translation grids are useful. Given AKMVs for each column $D_1.A, D_2.B, F.A, F.B$, we can apply AKMV multiplication to obtain AKMVs $S_{D_1.A \bowtie F.A}, S_{D_2.B \bowtie F.B}$ for the two-way joins. Then, the translation grid connects hashes in $S_{D_1.A \bowtie F.A}$ with hashes in $S_{D_2.B \bowtie F.B}$ such that the JED between $F.A$ and $F.B$ is captured.

4.1 Structure

A translation grid $T(R.A, R.B)$ is a two-dimensional grid of $m \times n$ tiles. For each tuple $t \in R$, the pair of hashes $(H(t.A), H(t.B))$, where $H$ is the same hash function as for AKMV, maps to one tile. Each tile maintains two Bloom filters $B_{R.A}, B_{R.B}$. All $(H(t.A), H(t.B))$ corresponding to the same tile are inserted into the respective Bloom filters $B_{R.A}, B_{R.B}$ of that tile. As we will see, the fact that we insert hashes into the Bloom filters of the tiles of translation grid $T(R.A, R.B)$ allows us to test whether a hash pair $(h_A, h_B)$ from two AKMVs $S_{R.A}, S_{R.B}$ corresponds to attribute values in $R$.

4.2 Construction

The construction of translation grid $T(R.A, R.B)$ happens in a single run over relation $R$. The construction of $T(R.A, R.B)$ takes place after the construction of AKMVs $S_{R.A}, S_{R.B}$. Algorithm 1 describes the translation grid construction process. For an illustration see Figure 1. The arguments are $R$, with attribute sets $A$ and $B$, and the desired dimensions of $T(R.A, R.B)$ specified by $m$ and $n$. In addition, the parameters $h_{\text{min}}$ and $h_{\text{max}}$ are the largest hash values found in any AKMV of $S.A$ and $S.B$, respectively. In line 1, $T(R.A, R.B)$ is initialized with the bits of the
two Bloom filters of each tile set to zero. Then, we iterate over each tuple \( t \in R \) and hash each \( t.A \) and \( t.B \). In line 5, all hash pairs \((h_A, h_B)\) with \( h_A \leq h_{A_{\text{max}}} \land h_B > h_{B_{\text{max}}} \) are discarded, i.e., we discard all hash combinations that are definitely not tracked by AKMVs. Filtering unnecessary \((h_A, h_B)\) values helps to significantly reduce the size of a translation grid, or, equivalently, increase the accuracy it delivers for a given space consumption. For the remaining hash pairs \((h_A, h_B)\), the corresponding tile is identified, and each hash is inserted in its respective Bloom filter. Finally, \( T(R.A, R.B) \) is returned.

4.3 Translation

By translating, we denote the process of finding combinations of hashes from two input AKMVs \( S_{R.A}, S_{R.B} \) that \( T(R.A, R.B) \) has seen during construction. All qualifying combinations of hashes are output in two new AKMVs \( S'_{R.A}, S'_{R.B} \). Note that, in the context of multi-way join size estimation, the input AKMVs \( S_{R.A}, S_{R.B} \) are each the result of an intersect or multiply operation with another AKMV.

Algorithm 2 describes how to translate two input AKMVs using a translation grid. For each combination of hashes \((h_A, h_B)\) with multiplicity greater zero, i.e., \( h_{R.A}(h_A) > 0 \land h_{R.B}(h_B) > 0 \), the corresponding tile is identified in line 4. Then, in line 5, we test if \( h_A \) exists in \( B_A \) and if \( h_B \) exists in \( B_B \) of the identified tile. Note that, as always with Bloom filters, false positives are possible. All combinations of hashes \((h_A, h_B)\) that pass the test are tracked in the two output AKMVs \( S'_{R.A}, S'_{R.B} \). Essentially, the output AKMVs \( S'_{R.A}, S'_{R.B} \) as returned in line 6, are filtered versions of \( S_{R.A}, S_{R.B} \). As we will see in the next section, \( S'_{R.A}, S'_{R.B} \) are proper AKMVs that can be used for cardinality estimation.

4.4 Estimation Properties of Translation grids

This section presents two Lemmata that describe how cardinality grids can be used, in conjunction with AKMVs, for multi-way join size estimation.

First, we define an ideal translation grid to which we refer as a lossless translation grid.

**Definition 4.1 (Lossless translation grid).** A lossless translation grid \( T(R.A, R.B) \), correctly determines for each \( h_A \in S_{R.A}, h_B \in S_{R.B} \) iff \((h_A, h_B)\) corresponds to a tuple in \( R \). There are no false-positives in a lossless translation grid.

A lossy translation grid is one that is not lossless (produces false-positives).

In the following lemma, we combine a lossless translation grid together with two AKMVs. To understand the Lemma, recall that by a \( x \)-AKMV we refer to an AKMV that tracks a fraction \( x \) of the hashes seen during construction.

**Lemma 4.2.** Let \( T(R.A, R.B) \) be a lossless translation grid of relation \( R \) with \(|R|=|R.A|=|R.B|=1000\). When a \( x \)-AKMV \( S_{R.A}, x \in [0,1] \), and a \( 1.0 \)-AKMV \( S_{R.B} \) are translated by \( T(R.A, R.B) \), then each hash \( h \in S_{R.A} \) necessarily finds its correct matches in \( T(R.A, R.B) \) (but no false positive). For the output AKMVs \( S'_{R.A} \), it follows that \( E[\hat{C}_{\text{AKMV}}(S'_{R.A})] = E[\hat{C}_{\text{AKMV}}(S_{R.A})] = |R| \).

Essentially, what Lemma 4.2 states is that, in the above setting, \( S_{R.A} \) is \( S'_{R.A} \). The same is not true for \( S_{R.B} \), though. However, we clearly do not want to rely on 1.0-AKMs. Luckily, the following lemma comes to the rescue.

**Lemma 4.3.** Suppose the same setting as in Lemma 4.2, but this time \( S_{R.B} \) is a \( y \)-AKMV, where \( y \in [0,1] \). In expectation, each \( h \in S_{R.A} \) finds a ratio of \( y \) of its correct matches in \( T(R.A, R.B) \) (but no false positive). It follows that \( E[\hat{C}_{\text{AKMV}}(S'_{R.A})] = \frac{E[\hat{C}_{\text{AKMV}}(S_{R.A})]}{y} = |R| \).

Note that, from symmetry, also \( E[\hat{C}_{\text{AKMV}}(S'_{R.B})] = |R| \) holds.

In our evaluation, we present an experiment to illustrate Lemma 4.3.

**Observation:** Lemma 4.3 is applicable for multi-way join size estimation. For instance, for \( E1, E2 \) be relational expressions with key attributes \( A, B \) and \( T(F.A, F.B) \) a translation grid for a relation \( F \) with foreign key attributes \( A, B \). Assume AKMVs \( S_{F.A}, S_{F.B} \) and \( E1, E2 \) exist. Applying Lemma 4.3 to the output AKMVs of \( T(F.A, F.B), S_{F.A}, S_{F.B}, E1, E2 \) gives an estimate for \( E1 \approx \frac{1}{E.F.A} \cdot E2 \). Section 5 presents an experiment on multi-way join size estimation.

5 EVALUATION

In our evaluation, we present two experiments. The first experiment demonstrates the validity and precision of Lemma 4.3. In the second experiment, we estimate result cardinalities of three-way joins.

**Experiment 1:** Let \( R = \{[A, B]\} \) with \(|R|=|R.A|=|R.B|=1000\). We construct \( S_{R.A} \) as 0.3-AKMM and \( S_{R.B} \) as a \( y \)-AKMV as specified in Table 1. The lossless translation grid \( T(R.A, R.B) \) is approximated by \( [R.A]_{1y} \times [R.B]_{1y} \) tiles. We denote \( cA := \hat{C}_{\text{AKMV}}(S'_{R.A}) \) and \( cB := \hat{C}_{\text{AKMV}}(S'_{R.B}) \). Clearly, if Lemma 4.3 holds, we expect \( cA/y = cB/0.3 \approx 1000 \). Table 1 shows the result. Indeed, even for \( y=0.1 \), we have \( cA/y = 1000 \). For comparison, we include \( cA, cB \). Note how \( cA \) decreases as \( y \) decreases, since each \( h \in S'_{R.A} \) finds fewer and fewer matches in \( T(R.A, R.B) \).

How many hash pairs \((h_A, h_B)\) are inserted into \( T(R.A, R.B) \) during construction? By line 5 in Algorithm 1, only hashes possibly tracked by AKMVs are inserted into \( T(R.A, R.B) \). Hence, we expect \( 0.3 \cdot y \cdot |R| \) many inserts, cf. the last column of Table 1. The second to last column shows the actual number of inserts. Observe that the actual number is both small and close to the expected number.

**Experiment 2:** Recall the star query from the introduction. For varying selection predicates, we estimate its result cardinality, i.e., \( |\delta_{D1}(D1) \approx \delta_{D1}.A=F \cdot \delta_{D2},B=F \cdot \delta_{D2}(D2) | \). The dimension tables have \(|D1|=1000\) and \(|D2|=2000\) rows, respectively.
and the attributes A, B refer to their respective primary key. The fact table $F = \{(i, j) | i \in [0, |D_1|], j \in [0, |D_2|], \frac{p_{D_1}}{|D_1|} \geq \frac{p_{D_2}}{|D_2|}\}$ has the skewed foreign key attributes $F.A, F.B$ that are correlated with each other. Its size is $|F|=1,000,000$. The cardinality of a query result is influenced by the selection predicates $p_{D_1} \equiv D_1.A < c_1$, $p_{D_2} \equiv D_2.B < c_2$, where we compute results for all combinations with non-zero cardinality of $c_1 \in \{100, 200, \ldots, 1000\}$, $c_2 \in \{0, 200, 400, \ldots, 1800\}$. Hence, the true cardinality varies between 10k and 1M. We make the following assumption: Since $D_1, D_2$ are small, AKMVs $S_{\sigma_{\text{Eq}}} (\sigma_{\text{Eq}} (D_1)), S_{\sigma_{\text{Eq}}} (\sigma_{\text{Eq}} (D_2))$ can be built on the fly. Since $F$ is large, $S_{\sigma_{\text{Eq}}} (\sigma_{\text{Eq}} (D_1)), S_{\sigma_{\text{Eq}}} (\sigma_{\text{Eq}} (D_2))$ must be computed offline, i.e. not per query. All AKMVs are of size $k=100$. An estimate for the query result size is obtained in three steps: (1) Compute $S_{f_1} := S_{\sigma_{\text{Eq}}} (\sigma_{\text{Eq}} (D_1))$ and $S_{f_2} := S_{\sigma_{\text{Eq}}} (\sigma_{\text{Eq}} (D_2))$. (2) Obtain $(S_{f_1}, S_{f_2}) = \text{Translate}(T(F.A, F.B), S_{f_1}, S_{f_2})$, and (3) estimate the cardinality as $c_{\text{AKMV}} (S_{f_1} / f_1, f)$, where $f_1$ is the estimated distinct ratio of $S_{f_1}$, cf. Lemma 3.1. In Figure 2, for each query, we show three different cardinality estimates. (1) An estimate obtained by a lossless translation grid, which tracks only 5200 or 0.5% of $|F|$ pairs of hashes. The size of only 5020-24B = 41.6kB demonstrates the practicability of lossless translation grids. (2) A lossy 100 x 100 translation grid, in which only 2600 tiles are actually used. Each tile contains only two 32-bit Bloom filters. Hence, the used tiles consume only 2600-24B = 20.8kB, corresponding to only 0.26% of $F$’s memory footprint, assuming each tuple in $F$ consists of 2 integers of 32-bit. (3) For comparison, we show the System R [12] estimator, as implemented in Postgres version 13.2. In Figure 2, the scatterplot on the left shows the correlation between the observed and estimated cardinality. The best estimates are obtained using the lossless translation grid, the lossy translation grid produces slightly worse estimates. System R significantly overestimates, since its assumptions do not hold. The boxplots in the middle of Figure 2, illustrate the estimation errors for each estimator from the scatterplot. The estimation error is measured by the $q$-error [9], defined as $\max\left(\frac{\hat{x} - \bar{x}}{\bar{x}}, \frac{\bar{x} - \hat{x}}{\bar{x}}\right)$ for a value $x$ and its estimate $\hat{x}$. The boxplots on the right are restricted to only the challenging queries with selectivity of $D_{D_1}$ less than 0.5. Note how the errors significantly worsen for System R when looking only at the more selective queries. The estimates by the lossless and lossy translation grid are less affected.

6 RELATED WORK

The most notable related work is a recent paper by Izenov et al. [6]. Just as we do, Izenov et al. focus on multi-way join size estimation. However, instead of AKMV sketches and translation grids, they rely on fast-AGMS sketches and a technique they call sketch merging.

The concept of JED, introduced in Section 1, is related to frequency matrices [5, 11].

The earliest approach to join size estimation, and cardinality estimation in general, is System R [12]. More recent approaches rely on sampling [3, 13] or machine learning [7].

Using AKMVs in conjunction with bucket sketches [10], where the AKMVs replace HyperLogLogs [4] as the underlying sketch, allow us to obtain AKMVs for a subset of some relation after AKMVs were constructed on the complete table.

7 CONCLUSION

We presented a novel approach to estimate query result sizes for queries containing multiple joins. Our approach relies on two novelities. (1) New operations for AKMV sketches, in particular distinct ratio estimation, AKMV multiplication for two-way join approximation, and cardinality estimation. (2) A novel data structure called translation grid that partitions the hash space of AKMVs and tracks combinations of hashes from two AKMVs in such a way that they approximate the joint existence distribution of two attributes/attribute sets. In our evaluation, we demonstrated that our approach allows to estimate the cardinality of three-way joins. For future work, we hope to consider even more joins. Here, similar to sampling-based approaches, a major challenge is to prevent AKMVs from having a multiplicity of zero for all tracked hashes.

REFERENCES


