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ABSTRACT

Text values are valuable information in relational database systems for analysis and machine learning (ML) tasks. Since ML techniques depend on numerical input representations, word embeddings are increasingly utilized to convert symbolic representations such as text into meaningful numbers. However, those models do not incorporate the context-specific semantics of text values in the database. To significantly improve the representation of text values occurring in DBMS, we propose a novel retrofitting approach called Retro which considers both, the semantics of the word embedding and the relational schema. Based on this, we developed RetroLive, an interactive system, that allows exploring how the retrofitted embeddings improve the performance for various ML and integration tasks. Moreover, the demo includes several interactive visualizations to explore the characteristics of the adapted vectors and their connection to the relational model.

1 INTRODUCTION

Due to their appealing properties, word embedding techniques such as word2vec [8], GloVe [9] or fastText [2] have become conventional wisdom in many research fields such as NLP or information retrieval to represent text values. These word vectors are trained by processing large text corpora, e.g. the GloVe embedding\(^1\) was trained on a corpus with 840 billion tokens. These embeddings are typically used to convert text values in a meaningful numerical representations used as input for ML tasks. However, a naive application of a word embedding model is not sufficient to represent the meaning of text values in a database which is often more specific than the meaning in the natural language. Thus, we aim for additionally incorporating information given by the disposition of the text values in the database schema into the embedding, e.g. which words appear in the same column or are related. Therefore, we developed a relational retrofitting approach called Retro [5] which is able to automatically derive high-quality numerical representations of textual data residing in databases without any manual effort.

\(^1\)https://nlp.stanford.edu/projects/glove/

Relational Retrofitting. Figure 1 provides a small example sketching the main principles of the relational retrofitting process. Retro expects a database and a word embedding as input, e.g. a movie table \(T\) that should be retrofitted into a pre-trained word embedding \(W_0\). \(W_0\) can be generated using well-known text embedding techniques. Those models are able to generate embeddings capturing syntactic and semantic relations between words, such as word analogies, gender-inflections, or geographical relationships. To provide vector representations for textual information in databases one could simply reuse the vectors of pre-trained embeddings, e.g. map each term from \(T\) to a term-vector pair in \(W_0\). However, there often will be a semantic mismatch between word embeddings and textual information in databases:

1) Given the movie table, it is known that all entities within the movie column must be movies, although some of the titles, such as "Brazil" or "Alien", may be interpreted differently by the word embedding model.

2) \(T\) provides a specific amount of relation types like the movie-director, whereas in the word embedding representation \(W_0\) large amounts of implicit relations are modeled, e.g. if the director of a movie is also the producer or one of the actors this might be represented in the word embedding although not explicitly visible.

3) Terms in \(T\) which occurring infrequent in the general domain main can not be modeled accurately by word embedding models.
2 RETRO – BACKGROUND

RETRO aims at combining word embeddings with relational text data to generate good vector representations for text values residing within databases. Therefore, our relational retrofitting approach learns a matrix of vector representations \( W = (\mathbf{v}_1, \ldots, \mathbf{v}_n) \) with \( \mathbf{v}_i \in \mathbb{R}^D \) for every unique text value \( T = (t_1, \ldots, t_n) \) in a database. To find initial word vectors for every text value, we tokenize the them based on the vocabulary of the basis word embedding model and build centroid vectors which is a convenient way to obtain a representation of text values consisting of multiple tokens [1, 11]. These vectors are stored in a matrix \( W^0 = (\mathbf{v}^0_1, \ldots, \mathbf{v}^0_p) \) forming the basis for the retrofitting process. Besides, columnar and relational connections are extracted from the database (see Section 2.1). This encompasses semantic relations between text values, which are derived from the relational schema. Those connections are used to create a representation capturing the context of the text value in the database and thus help to preserve their semantics more accurately compared to a plain word embedding representation. In order to apply node embedding techniques like DeepWalk [10], all information is condensed into a common graph representation shortly presented in Section 2.2. The core procedure of the relational retrofitting is the adaption of the basis vectors \( W^0 \). This is performed by solving an optimization problem detailed further in Section 2.3.

2.1 Extracting Relational Information

One can derive different structural relations from the alignment of text values in the relational schema.

**Columnar Connections:** Text values with the same attribute, i.e. appearing in the same column, usually form hyponyms of a common hypernym (similar to subclass superclass relations). Thus, they share a lot of common properties which typically leads to similarity. We capture this information and assign each text value \( t_i \) to its column \( C(i) \).

**Relational Connections:** Relations exhibit from the co-occurrence of text values in the same row as well as from foreign key relations. Those relations are important to characterize the semantics of text value in the database. We define a set of relation types \( R \) which is specific for a certain pair of text value columns. Those columns are related because they are either part of the same table or there exists a foreign key relationship between their tables. For every relation type \( r \in R \) there is a set \( E_r \) containing the tuples of related text value ids. Relation types are directed. Accordingly, there is an inverted counterpart \( \bar{r} \) for each relation \( r \) with \( E_{\bar{r}} = \{(i, j) | (j, i) \in E_r \} \).

2.2 Graph Generation

A graph representation is a pre-requisite for training node embeddings such as DeepWalk [10] which serve as a strong baseline for RETRO. To compile a graph \( G = (V, E) \) the text values extracted by the tokenization process together with columnar and relational connections (Section 2.1) are combined. The node-set \( V = V_C \cup V_T \) consists of text value nodes \( V_T \) for every distinct text value in a database column and blank nodes for every column \( V_C \). The edge set \( E = \bigcup_{r \in R} E_r \) or \( E_C \) consists of a set of edges \( E_r \) for every relational type and edges \( E_C \) connecting text values of one column to a common category node.

2.3 Optimization Problem

RETRO considers relational and columnar connections (see Section 2.1) to retrofit an initial embedding. Accordingly, we define a loss function \( \Psi \) adapting embeddings to be similar to their basis word embedding representation \( W^0 \), the embeddings appearing in the same column, and related embeddings.

\[
\Psi(W) = \sum_{i=1}^{n} \alpha ||v_i - v'_i||^2 + \beta ||v_i - W^0||^2 + \gamma \Psi_C(v_i, W) + \delta \Psi_R(v_i, W)
\]  

(1)

The columnar loss is defined by \( \Psi_C \) and treats every embedding \( v_i \) to be similar to the constant centroid \( c_i \) of the basis embeddings of text values in the same column \( C(i) \).

\[
\Psi_C(v_i, W) = ||v_i - c_i||^2 - \sum_{j \in C(i)} ||v'_j - c_j||^2
\]  

(2)

The relational loss \( \Psi_R \) treats embeddings \( v_j \) and \( v_k \) to be similar if there exists a relation between them and dissimilar otherwise. \( E_r \) is the set of tuples where a relation \( r \) exists. \( \bar{E}_r \) is the set of all tuples \( (i, j) \notin E_r \) where \( i \) and \( j \) are part of relation \( r \). Thus, each of both indices has to occur at least in one tuple of \( E_r \).

\[
\Psi_R(v_i, W) = \frac{1}{|E_r|} \sum_{(j,i) \in E_r} \left( ||v_i - v'_j||^2 - \sum_{k \in E_{\bar{r}}} ||v_i - v'^{'}_k||^2 \right)
\]  

(3)

\( \alpha, \beta, \gamma, \delta \) are hyperparameters. \( \Psi \) has to be a convex function. In [5] we proved the convexity of \( \Psi \) for hyperparameter
configurations fulfilling the following inequation:

\[ V_r \in \mathbf{R}, i \in \{1, \ldots, n\} \quad (\alpha_i \geq 0, \quad \beta_i \geq 0, \quad \gamma_i \geq 0) \quad (4) \]

\[ \forall v_i \in \mathbf{W} \quad (4\alpha_i - \sum_{r \in \mathbf{R}} \sum_{j(i) \in \mathbf{E}_r} \delta_i^r \geq 0) \]

Given the property of convexity, an iterative algorithm can be used to minimize \( \Psi \). Using sparse matrix calculations this can be done in parallel with linear time complexity according to the number of text values in \( \mathbf{W} \). Details are outlined in [5].

3 SYSTEM OVERVIEW

RetroLive is a fully functional system built on top of PostgreSQL. The front-end is a web application managing the provided input databases and embeddings (Section 3.1), controlling the relational retrofitting process (Section 2) and performs several ML tasks (Section 3.2). The system overview is depicted in Figure 2. Based on an input database schema and a target word embedding model, a so-called basis word embedding is created which encodes each text value in the database as a dense vector. These vectors together with the extracted relational schema information comprise the input for the relation retrofitting which returns a retrofitted embedding. In addition, a graph representation of the text value relations (see Section 2.2) is generated and used to create node embeddings which serve as a strong baseline for our approach. Moreover, the graph representation is used to apply the original retrofitting approach of Faruqui et al. (\( \Theta \)). The basis word embeddings, node embeddings, simple and relational retrofitted embeddings are used to train and test ML models.

3.1 Datasets

The deployment used for the demonstration contains several preloaded database schemas and target word embeddings. Additionally, it provides several baseline embeddings.

Relational datasets: We prepared three datasets and imported them into PostgreSQL. The Movie Database (TMDB)\(^2\), Google Play Store Apps\(^3\) and Open Food Facts\(^4\) which are all very popular datasets on Kaggle with a significant portion of textual data.

Target Word Embeddings: We used the popular 300 dimensional Google News embeddings and an English fastText\(^5\) model as target word embeddings for our retrofitting process.

Baseline Embeddings: We applied the original retrofitting approach [4] using the proposed standard parameter configuration of \( \alpha_i = 1 \) and the reciprocal of the outdegree of \( i \) for \( \beta_i \) within 20 iterations. DeepWalk (DW) is trained with its standard parameters fulfilling the following inequation:

\[ \forall v_i \in \mathbf{W} \quad (4\alpha_i - \sum_{r \in \mathbf{R}} \sum_{j(i) \in \mathbf{E}_r} \delta_i^r \geq 0) \]

3.2 ML Tasks

To demonstrate the usefulness of the relational retrofitting, the user can perform different extrinsic evaluation tasks, such as binary classification, missing value imputation and link prediction, on the embeddings generated with the relational retrofitting approach as well as the various baseline embeddings. RetroLive comes with a set of pre-defined ML models:

Binary Classification: Text values can be assigned to two distinct classes by a classifier, e.g. we defined the task to distinguish US-American and non-US-American directors in TMDB.

Regression: Regression tasks assign input data points to a related numerical value, e.g. the budget or revenue in US dollar for a movie title.

Null Value Imputation: Text values are assigned to one category out of a finite set of category values, e.g. the “original language” of a movie or the app category for apps in the Google Play Store Apps dataset.

Link Prediction: The link prediction problem is typically defined on graphs where the goal is to predict links that are missing or likely to be created in the future. In our case, we consider the link prediction task for a specific relation to predict missing foreign key relations.

Our models consist of different multi-layer dense neural networks that can be applied on the generated node embeddings, pre-trained word embeddings, and our retrofitted embeddings. Details on the specific neural network architectures for all ML models are given in [5]. All experiments are repeated multiple times to obtain the distribution of the accuracy values.

4 DEMONSTRATOR WALKTHROUGH

Users access RetroLive through an interactive web interface shown in Figure 3 where they can configure and explore the whole relational retrofitting process. There are six main views: Config and Retrofit. Those views allow to choose the database (three are pre-defined) and the target word embedding and configure the retrofitting process by setting the hyperparameters. If the retrofitting is done on the same data used for the ML Task (e.g. to predict the genres of movies expressed in the database by foreign key relations), users can blacklist specific relations for the retrofitting in the config view. Further, the relational retrofitting process can be triggered and monitored. Results: In this view the user can inspect the extracted relational information (see Section 2.2) from the input schema in form of graph. Additionally, the embedding statistics for each text column are presented. Analysis: In the analysis view, the users can inspect the characteristic of the retrofitted embeddings and compare them with the plain input word embedding. An interactive histogram shows the distribution of the cosine similarity between the plain word vectors and the retrofitted vectors, i.e. to which degree certain vectors have been changed during the retrofitting process. The user can click on the individual bins to see additional information, e.g. in how many relations certain terms have been

---

4. https://code.google.com/archive/p/word2vec/
involved or in how many different columns a term appeared or to get a complete list of embeddings in the selected bin. Moreover, a 2-dimensional projection (PCA) shows the user-selected plain text and retrofitted vectors. In context of the TMDB database example, it can be seen that the vectors for movies and directors are arbitrarily distributed in the word embedding (red). However, after applying relational retrofitting the movie and director vectors (blue) are clustered and the difference vectors between movie and director pairs are of same length and orientation.

**ML Tasks:** To show the benefits of relation retrofitting the users can run different ML tasks (Section 3.2). The users select the embedding model (retrofitted, node, plain, etc.) they want to use for the given task. Training and testing data is retrieved from the database using pre-defined SQL queries which can be also modified by the user. Diagrams visualize the results.

**Evaluation:** Our demonstrator includes 14 intrinsic evaluation tasks to test word similarity, e.g. SimLex999 [6] MEND [3] or analogies, e.g. Google Analogy [7]. Here, the users can investigate whether original retrofitting and relational retrofitting affect the intrinsic task performance compared to plain word embeddings.

## 5 CONCLUSION

In this paper, we presented **RetroLive**, a novel system which allows generating retrofitted embeddings for an arbitrary database in a fully automated fashion. Participants can experience first-hand the power of relational retrofitting by tuning different hyperparameters, playing with different input datasets and investigating the effect of using a rich set of visualizations. Our demonstration highlights the potential of relational retrofitted vectors which achieve very good results for machine learning tasks like regression, binary, and multi-class classification. RetroLive also implements state-of-the-art baselines such as DeepWalk and the approach of Faruqui et al. which are both out-performed. Our system is publicly available under the permissive MIT license.
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