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ABSTRACT
When searching for complex data entities, such as products in an
e-shop, relational attributes are used as �lters within structured
queries. However, in many domains the visual appearance of an
item is important for a user, while coverage of visual appearance
by relational attributes is left to database designer at design time
and is by nature an incomplete and imperfect representation of
the entity. Recent advances in computer vision, dominated by
deep convolutional neural networks (DCNNs), are a promising
tool to cover the gaps. It has been shown that activations of neu-
rons of DCNNs correspond to understandable visual-semantic
features of an input image. We envision that activations of neu-
rons are of great use for search queries in domains with strong
visual information, even when obtained from DCNNs models
pre-trained on general imagery. Locally scoped visual features ob-
tained using them can be combined to form search masks which
would correlate to what humans understand as an attribute, when
applied on the entire dataset. Ultimately, combination of visual
features can be identi�ed automatically and formed into imme-
diate suggestion of a new relational attribute, leaving one last
task for humans to turn this into augmentation of the database
schema – putting a label on it.

1 INTRODUCTION
Many approaches to information retrieval tasks, e.g., querying or
exploration, assume structured data entities. These are modelled
using composition of simple attributes and relations to other
structured entities and as such, they represent a simpli�ed model
of the real world entity. Object’s attributes either comply to a
�xed schema in relational database model, or there is an im-
plicit schema de�ned by existence of attributes in non-relational
models such as document databases, key-value stores or linked
data. Even though some data representations (e.g., JSON, XML)
might be referred as schema-less and compliance is not always
enforced, applications are working against an expected structure
of the data and their attributes. In either case, these attributes
are de�ned in a supervised manner by domain experts.

As an example application, let us consider an e-shop with a
search interface. Within its search interface, users can de�ne
structured queries, which operate on a pre-de�ned set of at-
tributes, utilizing range �lters, exact matching or similar �ltering
mechanisms. An example query might be "category = ’shoes’ AND
price between 100 and 200 AND color = ’black’ AND description
matches ’summer’". Usability of the querying mechanism is lim-
ited both by the expressiveness of the database schema as well as
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capability of the user. In many domains (e.g., art, cars, dating, dec-
orations, fashion or furniture), schema expressiveness is rather
inferior due to the low information gain of available structured
data. Therefore, the �nal �ltering step of a retrieval task has to be
executed by a human via examination of non-structured data (im-
ages, audio, video, etc). Scienti�c communities have been trying
to reveal the internal structures of multimedia content in the last
decades with gradually improving results. However, disclosing
the multimedia object’s representation in a way comprehensible
for end-users remains extremely challenging. Partial solutions
of this challenge are query-by-example search or multimedia
exploration paradigms, accompanying the classical structured
search as a re�nement step.

Recent advances in neural network architectures, such as deep
convolutional neural network AlexNet [8] represent a promising
direction in revealing the internal structure of multimedia. Due
to their layered nature, learned concepts are more high-level,
and can bridge the semantic gap in computer vision. Although
the task of many pioneer architectures was to classify data into
a �xed set of pre-de�ned categories, it has been shown that
the trained models can generalize to unknown domains, if the
activation of neurons is used as a high-dimensional descriptor of
objects [3]. Existing network models can also be �ne-tuned to
operate on a �ner subset of data, increasing the precision for a
particular dataset [4]. Finally, a layered networks’ architecture
allows to generate descriptors on di�erent levels of a semantic
scale [13, 19], ranging from low-level visual features (e.g., edges)
up to high-level concepts, such as a cat. It is also possible to focus
on individual regions of an image, denoted as patches [5, 18].

In our vision, we propose to extract information encoded in
these descriptors via identi�cation of commonly occurring com-
bination of features. In order to analyze the behaviour of de-
scriptors in the domain of product imagery, we implemented a
multi-example similarity search mechanism [15]. This was also
used to better understand applicability of di�erent layers of the
network by evaluating precision of their descriptors against man-
ually selected proposals of new attributes acting as a test dataset.
In this �rst step, the similarity was evaluated only globally, by
extracting and comparing descriptors representing the whole
object. As a second step, evaluation of individual image parts,
patches, was done [14]. Human users were tasked to manually
highlight interesting part of the image when selecting a set of
images as an input for the search. Selected parts of an image
were powering the search mechanism, which operated on an
aggregation of global representations of images as well as on
individual descriptors of each image patch, matching patches
in the input query and in the overall database. This was partly
done as an analytical step to better understand the behaviour and
patterns within the data and how they correlate to what humans
understand as an attribute.
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granularity of collected feedback (e.g., a single user, top-k simi-
larity, user clustering), maintaining di�erent augmented schemes
for multiple user scopes and proposing methods capable to aggre-
gate more granular augmented schemes (e.g., on a level of single
users) and bring them to the higher level, eventually reaching
the main database schema.

3.4 Challenges
In this section, we summarize the major challenges of the pro-
posed vision and o�er ideas on how to address them. The chal-
lenges are evaluation, noise reduction, scalability, personalization,
continuous schema evolution and applicability on other forms of
content.

By far the most signi�cant challenge for database augmen-
tation is the lack of an established evaluation framework and
standardized datasets. The nature of human-system interaction
will require time-consuming user studies in order to collect su�-
cient training data and feedback. The evaluation metrics could
measure the overall user satisfaction, impact on speed in infor-
mation retrieval tasks, as well as indirect impact obtained due to
improved recommendation and search, e.g., the conversions ratio.
Also, the practically unbound volume of possible attribute sug-
gestions and the lack of training data for ranking the candidates
makes human-in-the-loop a critical part of the evaluation.

The second challenge is the reduction of noise. The amount of
attributes within a dataset is subject to a combinatorical explosion
of common patterns across the dataset. The system can verify
their meaningfulness using automated techniques operating on
similarity data and visual descriptors, but it might be very di�cult
to systematically estimate if a pattern is indeed a new attribute,
or if it was a random set of data points.

In order to deal with a large volume of possible patterns, the
system must be e�cient and scalable in all parts of data process-
ing pipeline. In the existing work, the MapReduce paradigm was
used in the implementation, allowing the computation to run on
a large cluster of machines. The computationally intensive step
of similarity self-join identifying common patterns across the
dataset, was executed using the Hadoop MapReduce algorithms
of Čech et al. [2].

The fourth challenge is personalization. Whenever the system
starts inferring new attributes based on the implicit feedback
input, the correct scope must be identi�ed. The trivial cases
are single-user scoped and globally scoped attributes. However,
collaborative approaches may consider various, possibly overlap-
ping clusters of similar users. This would require more extensive
veri�cation of an attribute across di�erent user clusters, in order
to estimate its bene�t for the respective user groups.

The �fth challenge is the continuous schema evolution, fos-
tered by a stream of new attributes, and its propagation into
classical database tasks, e.g., similarity search. Therefore, the
inclusion of new attributes must be done in a transparent way, so
the successive techniques can automatically incorporate it with-
out explicit intervention. Transitively, this has also impact on
all other components operating on a set of relational attributes,
such as data exploration or recommendation engine.

The last challenge is to generalize the proposed model into
other forms of multimedia, such as sound or video. This might be
appealing in domains, where short video material represents an
inherent part of information retrieval tasks. One example might
be a database of movies with their trailers. Recently, there have
been signi�cant improvements in video browsing techniques,

such as the work of Lokoč et al [10]. The proposed schema aug-
mentation approach could be bene�cial in such scenarios as well.

4 CONCLUSION
This vision paper outlines a novel research problem, which aims
at augmenting database schemes by attributes extracted from
visual information. Initial attempts have outlined a possible di-
rection for future research and identi�ed several sub-problems
and challenges to solve.
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