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ABSTRACT
Linking records from di�erent data sources, referred to as record

linkage, is a longstanding but not yet satisfactorily resolved ques-

tion in many �elds of science. For practitioners, it is di�cult

to ensure the quality of linkage at the time of applying linkage

techniques in real world applications. Instead, linkage errors are

often detected later on, mostly by users of the applications. This

not only requires us to repair errors, but also provides us with

opportunities to observe the linkage quality and uncover why

such errors occur. In viewing that record linkage is a complex and

evolving process, we study how to acquire insights from linkage

errors for achieving high-quality linkage. We propose a generic

repairing framework which allows us to start with imperfect link-

age models, and dynamically repair linkage models and errors

for improved linkage quality. We have evaluated our repairing

framework over three real-world datasets and the experimental

results show that the performance of the proposed tree-structured

classi�er SVM-tree outperforms the baseline methods.

1 INTRODUCTION
Determining which records from one or more datasets corre-

spond to the same real-world entities, referred to as record link-
age, is a fundamental problem arising in many �elds of computer

science, e-commerce, health and social sciences [4]. Current re-

search on record linkage mainly focuses on developing accurate

and e�cient linkage techniques, which are constrained by a num-

ber of factors (e.g., concerns about quality of data, ambiguity of

domain knowledge and unavailability of training labels) and fails

to capture the full variety of record linkage [8, 11]. Therefore,

it is generally di�cult to guarantee linkage quality at the time

when record linkage techniques are applied.

One question that often arises is how to handle linkage er-

rors which cannot be detected at the time of applying linkage

techniques, but are reported later on, particularly by users of the

record linkage based applications. Since data may be enriched

with additional information over time, we can �nd linkage errors

that are hidden in the linkage process. Essentially, record linkage

is not a static and one-o� task, but rather a complex, continuous

and evolving process. Based on the insight acquired from linkage

errors we may build a repairing framework to improve linkage

quality through repairing errors.

Nevertheless, building such a repairing framework is chal-

lenging. Can we generalise errors into insight and leverage such

insight into improving linkage models? Not all errors are equally

useful for �nding insight. Some errors may be outliers and gen-

eralising such errors may even deteriorate the performance of

linkage models. Thus, we need a means for assessing the gener-

icity of linkage errors - to what extent a linkage error can act as
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Figure 1: Proposed repairing framework, where each cir-
cled question mark represents an unlabeled weight vector,
and each weight vector labeled as matches is shown with
a blue ⊕, and non-matches with a yellow ⊖.

being a representative example of similar linkage errors. In this

paper, we propose a dynamic repairing framework, which aims to

turn errors into insight for improved linkage models and results.

The central idea is to leverage detected errors to derive simi-

lar and relevant errors for maximally repairing an “imperfect"

linkage model. Figure 1 presents a high-level overview of our

repairing framework which incorporates a tree-structured classi-

�er and an error analyser for supporting an iterative repairing

process. More speci�cally, linkage errors such as false matches or

non-matches may be detected by a user or governed by integrity

rules and sent to an error analyser. The error analyser uses an

error normality measure to determine whether an error can be

generalised for improving the linkage model. Then quali�ed link-

age errors are sent to the tree-structured classi�er, and through

re�ning the tree structure of the classi�er, the linkage quality

can be improved.

Our contributions are as follows: (1) We develop a generic

repairing framework which allows us to start with imperfect

linkage models and actively repair linkage models and errors for

improved linkage quality. (2) We design a novel measure to assess

the genericity of an linkage error, which indicates the probability

of generalising errors into insight. (3) We have experimentally

validated the e�ectiveness of the proposed repairing framework

using several real-world datasets.

2 RELATED WORK
Record Linkage (RL) has long been central to the study of data

integration and data cleaning [2, 5, 13]. Previous research has

studied various aspects of the RL process such as: blocking, simi-

larity comparison, classi�cation, evaluation, active learning, and

training data selection [6, 7, 9, 10, 12]. Nonetheless, these works

primarily focused on preventing rather than repairing errors in

linkage results.

In this paper, instead of only repairing detected errors, we

also study the problem of repairing linkage models through de-

tected linkage errors, i.e., linkage errors are leveraged to improve

the performance of linkage models. It is worthy to note that,
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Figure 5: Comparison to the baseline methods, where the sampling method is KNN+FNN and normality threshold is -0.6.

Figure 6: SVM-tree with different normality thresholds, where the sampling method is KNN+FNN.

Figure 7: SVM-tree with different sampling methods, where the normality threshold is -0.6.

generally performs better than the other methods for all datasets.

For Cora, SVM-tree performs increasingly better when more

errors are detected. For DBLP_ACM, it has a signi�cant increase

in performance. For NCVR, it is a clean dataset that produces

high quality results (around 0.988 f-measure) for all methods;

nonetheless, SVM-tree is still marginally better.

Effect of normality. Figure 6 presents the experimental results

for classi�cation using SVM-tree with varying thresholds. The

KNN+FNN sampling method is used in this experiment. A nor-

mality threshold of -0.4 to -1 produces the best performance for

all datasets. The threshold of -0.6 produces consistently stable

good results over all datasets.

Performance of sampling. Figure 7 shows the performance of

SVM-tree using di�erent sampling methods and the normality

threshold is set to -0.6. KNN+FNN generally produces the best and

most stable results among all the sampling methods, particularly

over the datasets Cora and DBLP_ACM. When the budget is

low, the performance of FNN is comparable to KNN+FNN. The

performance of KNN is not stable on Cora. The random sampling

has the worst performance among all the methods.
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