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ABSTRACT
Tactical traffic engineering solutions are a must to adapt traffic

steering when unexpected congestions occur. While centralized

solutions are already available to solve congestion issues, they can

be too slow and not suitable for some deployment scenarios. To

address this issue, a distributed congestion mitigation mechanism

that leverages Segment Routing (SR) to offload traffic away from

congested links over alternative paths has been proposed. However,

to accurately re-route traffic while not inducing other congestions,

it requires fresh information about link loads inside alternative

paths. In this paper, we propose to rely on the computation of addi-

tional paths, called "monitoring paths", that can be used to collect

link loads efficiently. We investigate the associated optimization

problem to decrease the number of paths used for monitoring. Also,

thanks to Bilevel optimization, we show that the load information

of several links can be recovered without monitoring. Results show

that the overhead can be drastically reduced.
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1 INTRODUCTION
As IP networks are continuously increasing in traffic, scale and

complexity, service providers must carefully plan and design their

networks to anticipate network evolution, e.g. traffic or failure

scenarios, and meet custom requirements, e.g. in terms of Quality

of Service (QoS) or routing requirements. In order to keep the

network management as simple as possible, most of the traffic is

routed across the network following the shortest path given by the

Open Shortest Path First protocol (OSPF) [8], a routing protocol

that works by flooding Link State Advertisement (LSA) information

throughout the network. This information includes the cost of each

link, its capacity, as well as some performance metrics about the

link utilization. Routers use these metrics to compute and update

their routing strategies.

However, in the case of unexpected link failures, the original

planning may no longer hold, as traffic may be redirected to the

post-convergence paths, leading to excessive use of some links, i.e.,

to congestions. This calls for fast reaction mechanisms to mitigate

these congestions in less than 50 ms. As the interaction with the

centralized controller is not suitable, due to the slow communication

with devices, it is preferable to take decisions locally at node level.

In [1], the authors propose a distributed congestion mitigation (CM)
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mechanism using Segment Routing (SR) to load balance traffic from

a congested link to different alternative paths, as soon as a router

detects congestion over an outgoing interface. However, if the load

balancing weights are not properly tuned, the rerouted traffic can

introduce new congestion in other parts of the network. Therefore,

routers need to get accurate loads of the links in each alternative

path, to decide how much traffic to reroute over them.

A solution to get accurate information can be provided by in-

network telemetry [18], which aims to collect data from devices

at high speed and in real-time. In particular, In-band Network-

wide Telemetry (INT), or In-situ Operations, Administration, and

Maintenance (IOAM) [2, 12, 19] embeds the telemetry information

in the header of user packets or probe packets [11] to perform

end-to-end or hop-by-hop measurements. To collect link loads over

alternative paths, we can use Path Tracing (SR-PT) [9, 14] or iFit [15],

i.e., two candidate solutions to provide a record of end-to-end delay,

per-hop delay, and load on each egress interface along the packet

delivery path.

Unfortunately, the number of alternative paths may be very high

as routers maintain 𝑘 alternative paths per destination and outgoing

link (potentially congested). As explained in [5], path-based mea-

surements are prohibitive due to the massive number of existing

paths inside a network. First, probing packets have a maximum size

(e.g. 1500 B), and therefore, if the path to be monitored is too long,

it is not possible to collect telemetry data within a single packet.

Second, as paths often overlap, a significant amount of collected

information is redundant. This calls for the design of a new mecha-

nism to improve the efficiency of alternative paths monitoring so

that a more accurate reaction can be taken, avoiding introducing

cascade congestions in remote links in the network.

In this paper, we investigate the computation of a small additional

subset of paths, referred to as monitoring paths. These paths, which
are deployed by each node, are used to collect remote link load

information over the links used by its alternative paths (i.e., for

all the destinations). The number of monitoring paths must be (i)

much smaller than the number of alternative paths, and (ii) allow

monitoring of all links in the alternative paths. In addition, our

solution allows using some alternative paths for monitoring. As

they are already deployed inside the routing table of a node, they

can be immediately used at congestion time for faster reaction. In

order to further reduce the monitoring overhead, we also show that

it is possible to skip the monitoring of some links, without any loss

of information.

In this paper, we provide the following contribution:

• We introduce a new set of paths, referred to as monitoring
paths, used for hop-by-hop measurements.

• We formulate the monitoring paths computation problem

using an Integer Linear Programming (ILP) model.

• We show that the monitoring paths computation problem is

NP-Hard.
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• We exploit Bilevel optimization to design partial monitoring

paths, still guaranteeing full measurement.

• We perform extensive computational experiments to evalu-

ate the performance of our algorithm compared to a "Naive

approach" that consists in monitoring all alternative paths.

We show that our solution decreases, the average number of

paths for monitoring by up to 68% and the average number

of monitored links by up to 71%.

The paper is organized as follows. In Sec. 2, we introduce the

state of the art, in Sec. 3, we detail the considered use case. In

Sec. 4, we provide a mathematical model for the computation of

the monitoring paths. In Sec. 5 we show how a partial monitoring

is enough to recover the load of all links in the alternative paths.

In Sec. 6, we show the efficiency of our algorithm. Finally, Sec. 7

concludes this paper.

2 RELATEDWORK
Several works in the literature have proposed routing optimization

to mitigate congestion. In very recent works, such as [3, 4], the

authors suggest leveraging mid-point SR optimization to mitigate

congestion in the network. This approach is based on a central-

ized controller to compute alternative SR policies for congestion

mitigation, which may not be desirable for scalability, fault toler-

ance, or commercial reasons. In [1], authors proposed a distributed

mechanism based on SR. When a router detects congestion on a

link, a portion of the traffic can be automatically offloaded and load

balanced over a set of alternative paths using UCMP (Unequal Cost

Multi Paths). The goal is to select lightly loaded paths to reroute

a maximum of traffic, mitigate the congestion, and avoid creat-

ing new congestion elsewhere in the network. Our paper provides

a distributed solution to optimize the collection of link loads, in

real-time, over alternative paths for this type of mechanism.

Several works in the literature have proposed solutions for the

computation of monitoring paths computations. In [16], authors

develop a heuristic called "Graph Partitioned INT" so that a cen-

tralized controller can organize path measurements to cover all

the nodes in the network, guarantee the freshness of telemetry

information, and minimize redundancy. In [13], authors developed

an algorithm to generate, at the controller, non-overlapped INT

paths that cover the entire network with a minimum path number.

In [5], authors investigate the computations of probing cycles that

collect telemetry information over time employing a MILP model

and a mathematical-based heuristic.

Our paper proposes a distributed mechanism to organize the col-

lection of link data from a given router. In addition, it leverages as

many as possible alternative paths for a smooth transition when

congestions happen and further reduces the overhead with the

partial collection.

3 USE CASE: MONITORING FOR CONGESTION
MITIGATION

Typical service provider networks are configured to support reliabil-

ity (up to 1-link failure) and QoS satisfaction (low MLU). As shown

in Fig. 1, the backbone network is composed of Provider (P) nodes,

i.e., nodes belonging to the same Internet Service Provider (ISP).

The backbone network receives traffic from different sites, which

Figure 1: Example of a network with "CE" nodes attached to
sites, "P" nodes in the ISP backbone, and "PE" nodes inter-
connecting "P" and "CE" nodes.
are interconnected to the service provider network via Customer

Edge (CE) routers. The "PE" nodes interconnecting "P" and "CE"

nodes are referred to as Provider Edge (PE) routers. In this backbone

network, the "PE" nodes act as both sources and destinations of

traffic aggregates. In order to keep the routing plane as simple as

possible, flows follow the OSPF path, i.e., the shortest path between

each pair of "PE" nodes. We point out that, in this paper, we only

consider Segment Routing (SR) Best Effort (BE) traffic following

the OSPF shortest path.

In the case of a link failure, the node detecting the failure broad-

casts an LSA message to all the other links in the network to notify

them of the network change. Each node independently computes a

new OSPF shortest path tree to route the traffic avoiding the failed

link. However, after that the network has reconverged, it may no

longer guarantee low MLU and congestion, i.e. links whose load

exceeds a given threshold, may appear. For this reason, it is neces-

sary to implement efficient congestion mitigation mechanisms that

locally react to congestions in less than 50ms, i.e. without requiring

any interaction with an external controller.

A reference solution, that we will consider throughout this pa-

per, is presented in [1], where the authors present a congestion

mitigation mechanism that load balances traffic away from the

link whose load is above 70%. The traffic is rerouted over 𝑘 alter-

native paths that allow reaching the original destination. In this

preliminary work, the authors only consider the link load of the

congested interface. However, efficient congestion mitigation re-

quires the knowledge of the load of all the links in the alternative

paths, in order to avoid introducing remote congestions due to the

unawareness of remote link loads.

As the reception of an LSA denotes that a network change has

occurred, each node that receives an LSA message knows that

congestion may happen. For this reason, after that it has updated

its routing tables and converged to the new OSPF tree, it can deploy

some extra paths, referred to as monitoring paths. As for SR-PT

paths, the node sends probe packets through the monitoring paths

to collect statistics about the load of all the links that belong to its

alternative paths towards each destination. In this way, the node

can collect all the information that it needs to make better load-

balancing decisions in the case of congestion. In order to reduce the

number of additional monitoring paths, some alternative paths can

be chosen for monitoring purposes. As the failing link is not known

a priori, the monitoring paths for each failure can be pre-computed

offline, stored in the devices, and activated only when needed.

Once congestion mitigation is initiated, the node calculates the

split ratio for each alternative path by considering both the local and

the remote link loads. We neglect this computation as out of scope

for this paper. In order to reroute traffic, an explicit Segment Routing
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ID (SID) list is encapsulated in the header of the packets forwarded

over alternative paths. This traffic, which is called ”engineered”, is

no longer following the OSPF shortest path.

As soon as the congestion issue is resolved (i.e., the utilization

of the egress link falls below a given threshold, i.e. 30%), the node

stops the mitigation process and uninstalls the monitoring paths.

4 MONITORING PATHS COMPUTATION
The network can be modelled as a graph 𝐺 = (𝑉 ,𝐴), where 𝑉 is

the set of nodes and 𝐴 is the set of arcs (links). Nodes of 𝑅 ⊂ 𝑉

represent the set of "PE" nodes that generate the traffic in the

backbone network, as they receive traffic from the "CE" nodes. The

graph of "P" nodes, i.e., restricted to nodes of 𝑉 \ 𝑅, corresponds to
the backbone network.

The traffic, between two nodes 𝑢, 𝑣 ∈ 𝑉 in the network, follows

the shortest path with respect to OSPF weights. This path is called,

OSPF path, denoted by 𝑝𝑣𝑢 . Let 𝑆 be the set of all shortest paths

between every pair of "PE" nodes in 𝑅. Let 𝐴 be the set of links

belonging to OSPF paths, i.e., 𝐴 =
⋃

𝑢,𝑣∈𝑉
𝑝𝑣𝑢 . In the following, we

denote by 𝛿+ (𝑣) ⊆ 𝐴 (resp. 𝛿− (𝑣)) the outgoing (resp. ingress) links
of 𝑣 ∈ 𝑉 . Let 𝛿 (𝑣) = 𝛿+ (𝑣) ∪𝛿− (𝑣). In this paper, we investigate the

monitoring paths computation problem from the point of view of

one arbitrary node 𝑢∗ ∈ 𝑉 . For a "PE" node 𝑟 ∈ 𝑅 \ {𝑢∗} and every

arc 𝑎 ∈ 𝛿 (𝑢∗), let 𝑃𝑟𝑎 be the set of 𝑘 ∈ N alternative paths between

𝑢∗ and 𝑟 avoiding 𝑎. These paths are designed by the network

operator (not necessarily shortest-paths) to reroute traffic in case

of congestion. Let 𝑃𝑟 =
⋃

𝑎∈𝛿 (𝑢∗ )
𝑃𝑟𝑎 be the set of all alternative paths

to destination 𝑟 and 𝐴′ =
⋃
𝑟 ∈𝑅

⋃
𝑝∈𝑃𝑟

𝑝 be the set of all links in the

alternative paths.

4.1 Problem definition
The monitoring paths computation problem consists in computing

at most 𝑞 ∈ N paths between 𝑢∗ and "PE" nodes 𝑅 such that:

• each link in the alternative paths, nonadjacent to 𝑢∗ (links
of 𝐴′ \ 𝛿 (𝑢∗)), is monitored,

• the length (number of hops) of each monitoring path is at

most 𝐿max ∈ N,
under the following multi-objective function:

1) minimize the number of monitoring paths,

2) maximize the number of alternative paths used for monitoring,

3) minimize the total monitoring paths cost. The link costs may be

used to prioritize some links for monitoring or to minimize the

number of hops in the paths.

We consider a weighted sum of objective functions, by assigning

a weight 𝑤1 ∈ R+ to objective 1), 𝑤𝑟
𝑝 ∈ R+ to objective 2) and

𝑤𝑎 in objective 3) for every link 𝑎 ∈ 𝐴. Let 𝑄 = {1, . . . , 𝑞}. Note
that "Paths used for monitoring" represent the union of monitoring

paths and a subset of alternative paths used for monitoring.

4.2 Complexity
Theorem 4.2.1. The monitoring paths computation problem is

NP-hard.
Proof. We propose a polynomial reduction from the Hamilton-

ian path problem, known to be NP-complete [10], that consists,

Figure 2: Graph transformation

given a graph 𝐺 = (𝑉 ,𝐴), in computing a path, between a source 𝑠

and a destination 𝑡 , in 𝐺 crossing all vertices in 𝑉 \ {𝑠, 𝑡} exactly
once. We construct a graph 𝐺 ′ = (𝑉 ′, 𝐴′) from 𝐺 , as follows:

• replace each node 𝑣 ∈ 𝑉 \ {𝑠} by two nodes 𝑣 ′ and 𝑣 ′′ con-
nected by a link (𝑣 ′, 𝑣 ′′) of weight 0,

• for each link (𝑢, 𝑣) ∈ 𝐴, such that 𝑢 ∈ 𝑉 \ {𝑠} and 𝑣 ∈ 𝑉 \ {𝑠}
add a link (𝑢′′, 𝑣 ′) with𝑤 (𝑢′′,𝑣′ ) = 1,

• for each 𝑣 ∈ 𝑉 \ {𝑠} add a link (𝑠, 𝑣 ′) of weight 𝑤 (𝑠,𝑣′ ) =

|𝐴| + |𝑉 |, if (𝑠, 𝑣) ∉ 𝐴 and𝑤 (𝑠,𝑣′ ) = 0, otherwise.

Let 𝑅 = {𝑣 ′′ | ∀𝑣 ∈ 𝑉 \ {𝑠}} be the set of "PE" nodes. For all 𝑟 ∈ 𝑅,

let 𝑝𝑟 = {(𝑠, 𝑟 ′), (𝑟 ′, 𝑟 ′′)} be an alternative path. Consider weight

𝑤𝑟
𝑝 = |𝐴| + |𝑉 | and 𝑤1 = 0. See Fig. 2. For 𝑞 = 1, solving the

monitoring paths computation problem in 𝐺 ′
allows us to solve

the Hamiltonian path problem in 𝐺 . Indeed, since 𝛿+ (𝑡) = ∅, the
monitoring path crosses every link (𝑟 ′, 𝑟 ′′) ∀𝑟 ∈ 𝑉 \ {𝑠}, and the

result follows. □

4.3 Mathematical model
Let 𝑧𝑟𝑝 ∈ {0, 1} be a binary variable that equals 1 if alternative path

𝑝 ∈ 𝑃𝑟 between 𝑢∗ ∈ 𝑉 and 𝑟 ∈ 𝑅 is used for monitoring and 0

otherwise. Let 𝑦𝑖 ∈ {0, 1} be a binary variable that equals 1 if mon-

itoring path 𝑖 ∈ 𝑄 is considered in the solution, and 0 otherwise.

Let 𝑥𝑖𝑎 be a binary variable that equals 1 if link 𝑎 ∈ 𝐴 belongs to

monitoring path 𝑖 ∈ 𝑄 and 0 otherwise.

The monitoring paths computation problem is equivalent to the

following Integer Linear Program (MPCP):

min

∑︁
𝑖∈𝑄

(𝑤1𝑦𝑖 +
∑︁
𝑎∈𝐴

𝑤𝑎𝑥
𝑖
𝑎 ) −

∑︁
𝑟 ∈𝑅

∑︁
𝑝∈𝑃𝑟

𝑤𝑟
𝑝𝑧

𝑟
𝑝 (1)

∑︁
𝑎∈𝛿+ (𝑣)

𝑥𝑖𝑎 −
∑︁

𝑎∈𝛿− (𝑣)
𝑥𝑖𝑎 =


𝑦𝑖 if 𝑣 = 𝑢∗,

−𝑦𝑖 if 𝑣 = 𝑟 ∗,

0 otherwise.

∀𝑖 ∈ 𝑄, 𝑣 ∈ 𝑉 , (2)

∑︁
𝑎∈𝐴 [𝑊 ]

𝑥𝑖𝑎 ≤ |𝑊 | − 1 ∀𝑊 ⊆ 𝑉 , ∀𝑖 ∈ 𝑄, (3)∑︁
𝑖∈𝑄

𝑥𝑖𝑎 +
∑︁
𝑟 ∈𝑅

∑︁
𝑝∈𝑃𝑟 |𝑎∈𝑝

𝑧𝑟𝑝 ≥ 1 ∀𝑎 ∈ 𝐴′ \ 𝛿 (𝑢∗ ), (4)∑︁
𝑎∈𝐴

𝑥𝑖𝑎 ≤ 𝐿max ∀𝑖 ∈ 𝑄. (5)

where 𝑟∗ is a dummy node connected to each "PE" node 𝑟 ∈ 𝑅 by

the following dummy link (𝑟, 𝑟∗). Constraints (2)-(3) represent the
flow conservation equalities and sub-tour elimination inequalities.

They allow computing the monitoring paths. Constraints (4) en-

sure monitoring every link in the alternative path by at least one

path. Note that, links adjacent to 𝑢∗ can be unmonitored. Finally,

Constraints (5) bound the number of hops in the monitoring paths.
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5 PARTIAL LINKS MONITORING
In this section, we show that it is possible to get the measurements

of all links in the alternative paths without monitoring all of them.

This allows us to decrease the number of paths used for monitoring

and the number of links to be monitored. For example, consider the

graph in Fig. 3 where the weights on the links represent the link

cost. The graph contains 8 nodes including 3 "PE" nodes (in blue).

Figure 3: Network with 8 nodes. Nodes 5, 6 and 7 represent
the "PE" nodes. Weights or links represent the TE Costs.

Fig. 4 represents the shortest paths between "PE" nodes. In this

example, we consider node 3 for the congestion mitigation. Node

3 is aware of the link loads of all its ingress/outgoing links. Fig. 5

displays two alternative paths between node 3 for every "PE" node.

Figure 4: Shortest path trees between "PE" nodes.

Finally, Fig. 6 shows two monitoring paths, the first one is be-

tween nodes 3 and 6 and the second one is between 3 and 7.

Figure 5: 2 Alternative paths between node 3 and each "PE".

Figure 6: Monitoring paths (in green) to get loads of all links
in the alternative paths given in Fig. 5 (in red).

It is easy to see that the number of monitoring paths is smaller

than the number of alternative paths. Moreover, the number of links

in the monitoring paths is smaller than those of the alternative

paths. Although the monitoring paths do not cover all links in

the alternative paths, they are enough to get the measurement of

all links in the alternative paths. As links (2, 1), (2, 5), (4, 2) do not

appear in the OSPF paths, they cannot route any traffic. Hence, they

are not monitored even if they belong to alternative paths. Links

(1, 0), (0, 5) are not monitored even if they appear in the alternative

and OSPF paths. The traffic over these two links can be deduced

thanks to the measurements of links (6, 1), (7, 1). Indeed, since link
(2, 1) belongs to no OSPF path, and all OSPF paths crossing (1, 0)
do not cross (0, 6) the traffic load over links (1, 0) and (0, 5) equals
the loads sum of (6, 1) and (7, 1).

5.1 Mathematical model
The partial monitoring paths computation problem (PMPCP) is

a variant of MPCP, described in the previous section. In contrast

with MPCP, in this version, we relax Constraints (4) forcing the

monitoring paths to cross over all links in the alternative paths.

The monitoring on a link in the alternative path can be skipped

if 1) it belongs to no OSPF path, or, 2) it is able to recover its link

load only based on the monitoring of other links. We refer to the

second type links as the "Recovered links". For that, we need to

ensure that all traffic matrices satisfying the loads on the monitored

links, give the same load on every Recovered link. The PMPCP can,

then, be tackled as a Bilevel optimization problem [17], where the

leader selects the links to monitor and the follower tries to find

two different traffic matrices giving the same load on monitored

links (decided by the leader) but with different loads on at least

one recovered link. From MPCP, we consider additional decision

variables for the leader as follows: let 𝑡𝑎 ∈ {0, 1} be a variable that
equals 1 if link 𝑎 ∈ 𝐴 is monitored and 0 otherwise. Moreover, we

consider further variables for the follower: let 𝑞𝑎 ∈ R+ be the load

difference between the two traffic matrices on link 𝑎 ∈ 𝐴. And,

let 𝑥𝑖𝑝 ∈ R+ be the amount of traffic over the OSPF path 𝑝 ∈ 𝑆

associated with traffic matrix 𝑖 = 1, 2.

The partial monitoring paths computation problem is equivalent

to the following Bilevel mathematical model (PMPCP)

min

∑︁
𝑎∈𝐴

𝑤0𝑡𝑎 +
∑︁
𝑖∈𝑄

(𝑤1𝑦𝑖 +
∑︁
𝑎∈𝐴

𝑤𝑎𝑥
𝑖
𝑎 ) −

∑︁
𝑟 ∈𝑅

∑︁
𝑝∈𝑃𝑟

𝑤𝑟
𝑝𝑧

𝑟
𝑝 (6)

𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 (2), (3), (5)

𝑥𝑖𝑎 ≤ 𝑡𝑎 ∀𝑎 ∈ 𝐴, 𝑖 ∈ 𝑄, (7)

𝑧𝑟𝑝 ≤ 𝑡𝑎 ∀𝑟 ∈ 𝑅, 𝑝 ∈ 𝑃𝑟 , 𝑎 ∈ 𝑝, (8)

𝑡𝑎 ≤
∑︁
𝑖∈𝑄

𝑥𝑖𝑎 +
∑︁
𝑟 ∈𝑅

∑︁
𝑝∈𝑃𝑟 |𝑎∈𝑝

𝑧𝑟𝑝 ∀𝑎 ∈ 𝐴, (9)

𝜗 (𝑡 ) ≤ 0, (10)

where 𝜗 (𝑡 ) = max

∑︁
𝑎∈𝐴′∩�̄�

𝑞𝑎 (11)

𝛼𝑎 : 𝑡𝑎

∑︁
𝑝∈𝑆∋𝑎

𝑥1

𝑝 = 𝑡𝑎

∑︁
𝑝∈𝑆∋𝑎

𝑥2

𝑝 ∀𝑎 ∈ 𝐴, (12)

𝛽𝑎 : −
∑︁

𝑝∈𝑆∋𝑎
𝑥1

𝑝 +
∑︁

𝑝∈𝑆∋𝑎
𝑥2

𝑝 ≤ −𝑞𝑎 ∀𝑎 ∈ 𝐴, (13)

𝜃𝑖𝑎 :

∑︁
𝑝∈𝑆 |𝑎∈𝑝

𝑥𝑖𝑝 ≤ 𝑏𝑎 ∀𝑎 ∈ 𝐴, 𝑖 = 1, 2. (14)

where 𝑤0 ∈ R+ represents the weight given to the number of

monitored links in the objective function, 𝑏𝑎 ∈ R+ represents the
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bandwidth capacity of link 𝑎 ∈ 𝐴 and 𝛼, 𝛽 and 𝜃 represent the dual

variables associated with Constraints (12), (13) and (14), respec-

tively. Constraints (7)-(9) guarantee that if a link is monitored it

must belong to a new monitoring path or an alternative path used

for monitoring. Thanks to the follower, Constraints (10) ensure that

all traffic matrices satisfying the loads on the monitored links, give

the same load on the recovered links. For the follower, Objective

(11) maximizes the total link load differences between two traffic

matrices. Note that only links belonging to both OSPF and alter-

native paths are considered in this objective function. Constraints

(12) ensure that, for every monitored link (i.e., 𝑡𝑎 = 1), the two

matrices give the same load. Constraints (13) computes the load

difference for every link and finally, Constraints (14) guarantee that

each traffic matrix respects the link capacities.

5.2 Single-level model
In the literature, several methods have been developed to solve the

Bilevel optimization problems. One approach, called "Single-Level

Reduction", consists in including the KKT conditions of the follower

as constraints of the leader problem. In our case, we can exploit the

fact that the follower is a maximization problem and 𝜗 (𝑡) ≥ 0 for

any 𝑡 ∈ {0, 1} |𝐴 |
(as 𝑞(𝑡) ≥ 0), to guarantee the optimality of the

follower. Let us consider the dual of the follower, given as follows:

min

∑︁
𝑎∈𝐴

∑︁
𝑖∈𝑄

𝜃𝑖𝑎𝑏𝑎 (15)∑︁
𝑎∈𝑝

(𝛼𝑎𝑡𝑎 − 𝛽𝑎 + 𝜃 1

𝑎 ) ≥ 0 ∀𝑝 ∈ 𝑆, (16)∑︁
𝑎∈𝑝

(−𝛼𝑎𝑡𝑎 + 𝛽𝑎 + 𝜃 2

𝑎 ) ≥ 0 ∀𝑝 ∈ 𝑆, (17)

𝛽𝑎 ≥ 1 ∀𝑎 ∈ 𝐴′ ∩𝐴, (18)

𝛽𝑎, 𝜃𝑎 ≥ 0 ∀𝑎 ∈ 𝐴. (19)

Claim 5.2.1. All variables 𝜃 can be set to 0.

Proof. From Constraints (10), 𝜗 (𝑡) = ∑
𝑎∈𝐴

∑
𝑖∈𝑄

𝜃𝑖𝑎𝑏𝑎 = 0. Since

𝜃 ≥ 0 and 𝑏𝑎 ≥ 0 for all 𝑎 ∈ 𝐴, the result follows. □

The single-level model can be obtained from PMPCP by replacing

(10)-(14) by the constraints of the dual of the follower together

with

∑
𝑎∈𝐴

∑
𝑖∈𝑄

𝜃𝑖𝑎𝑏𝑎 = 0. By Claim 5.2.1, the single-level model is

equivalent to the following the mixed integer non-linear model:

min

∑︁
𝑎∈𝐴

𝑤0𝑡𝑎 +
∑︁
𝑖∈𝑄

(𝑤1𝑦𝑖 +
∑︁
𝑎∈𝐴

𝑤𝑎𝑥
𝑖
𝑎 ) −

∑︁
𝑟 ∈𝑅

∑︁
𝑝∈𝑃𝑟

𝑤𝑟
𝑝𝑧

𝑟
𝑝 (20)

𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 (2), (3), (5)

𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 (7), (8), (9)∑︁
𝑎∈𝑝

𝛼𝑎𝑡𝑎 =
∑︁
𝑎∈𝑝

𝛽𝑎 ∀𝑝 ∈ 𝑆, (21)

𝛽𝑎 ≥ 1 ∀𝑎 ∈ 𝐴′ ∩𝐴, (22)

𝛽𝑎 ∈ R+ ∀𝑎 ∈ 𝐴. (23)

The above model can be linearized easily as follows.

Claim 5.2.2. For 𝑎 ∈ 𝐴, let 𝑓 ∈ R be a new variable. For an enough
big value𝑀 ∈ R+, Constraints (21) can be replaced by∑︁

𝑎∈𝑝
𝑓𝑎 =

∑︁
𝑎∈𝑝

𝛽𝑎 ∀𝑝 ∈ 𝑃,

𝛼𝑎 − 𝑀 (1 − 𝑡𝑎 ) ≤ 𝑓𝑎 ≤ 𝛼𝑎 +𝑀 (1 − 𝑡𝑎 ) ∀𝑎 ∈ 𝐴,

− 𝑀𝑡𝑎 ≤ 𝑓𝑎 ≤ 𝑀𝑡𝑎 ∀𝑎 ∈ 𝐴.

6 NUMERICAL EXPERIMENTS
We now evaluate the monitoring paths computation on randomly

generated networks. For benchmarking, we compare our solution

to the "Naive approach" which consists in monitoring all alternative

paths with path-tracing. Except for Figure 9, all experiments are

on the partial links monitoring given in Section 5. In our tests, the

models are solved using IBM ILOG CPLEX 12.6 solver [6]. All im-

plementations are in Python on a machine with an Intel(R) Xeon(R)

CPU E5-4627 v2 at 3.30GHz and 504GB RAM, running Linux 64

bits. A maximum of 32 threads has been used for CPLEX, and a

time-limit of 3 hours. The instances have been generated by varying

the following parameters: the number of nodes: {50, 100, 200}, the
number of alternative paths 𝑘 : {2, 4}, the number of "PE" nodes:

{30%, 60%} of the number of nodes, the network density: {20%, 40%},
the maximum number of hops in the monitoring paths 𝐿max: {6, 12}
and the maximum number of monitoring paths 𝑞: {5, 10}.

We consider the following weights in the objective function

• 𝑤0 = 10
3, 𝑤1 = 10

2, 𝑤𝑎 = 10
2 ∀𝑎 ∈ 𝐴,

• 𝑤𝑟
𝑝 = 10

2 × (|𝑝 | + 1), ∀𝑟 ∈ 𝑅 and 𝑝 ∈ 𝑃𝑟 .

These weights give the highest priority to minimizing the number

of monitored links. Throughout this section, some results are pre-

sented in the form of box plots that account for the points between

the 1st (𝑄1) and the 3rd quartile (𝑄3), while the bar in the middle

of the box plot represents the median (𝑄2). The whiskers repre-

sent 𝑄1 − 1.5𝐼𝑄𝑅 and 𝑄3 + 1.5𝐼𝑄𝑅, where 𝐼𝑄𝑅 = 𝑄3 −𝑄 − 1. The

points represent the outliers. The OSPF paths have been computed

between each pair of nodes in the network using the Dijkstra algo-

rithm [7]. For a given node 𝑢 ∈ 𝑉 , for every "PE" node 𝑟 ∈ 𝑅, and

for every outgoing arc 𝑎 ∈ 𝛿 (𝑢), the 𝑘 associated alternative paths

are generated by solving mathematical model (ILP). The model

maximizes the disjointness between the 𝑘 paths without crossing 𝑎.

Fig. 7 displays the reduction ratio on the number of monitored

links when using the monitoring paths described in Section 5 com-

pared to the "Naive approach". Each color corresponds to a distinct

parameter, each of which has two values (see above). In Plot 7.(a),

on instances with 50 nodes, we notice that with few "PE" nodes

(i.e., 30% of number of nodes), the improvement on the number

of monitored links is much higher (83% instead of 65%). This is to

be expected, as the greater the number of "PE" nodes, the more

alternative and OSPF paths there are. On the other hand, we notice

that a high value of 𝑘 gives a better improvement in the number of

monitored links. Indeed, when the number of alternative paths is

high, the links are crossed multiple times. This leads to redundant

monitoring via the "Naive solution". These two behaviours are sim-

ilar on networks with 100 and 200 nodes (Plots 7.(b) and 7.(c)). On

50 node instances, we also notice that the density, the maximum

monitoring path length "P-Length" and the maximum number of

monitoring paths "M-Paths" positively impact the number of mon-

itored links. These three parameters allow to design of efficient

monitoring paths, avoiding repeated crossed links. On instances

with 100 and 200 nodes, The behaviour is ambiguous, and due to a

significant optimality gap, a definitive conclusion cannot be drawn.

Fig. 8 displays a comparison of the following ratios:

• Recovered Links "R":
#Recovered links

|𝐴′ | × 100

• Optimality Gaps "G":
Upper bound−Lower bound

Lower bound
× 100

• Paths for monitoring "M":
#Alternative paths−#Paths for monitoring

# Alternative paths
× 100

for instances of 50, 100 and 200 nodes. The higher the number

of nodes, the lower the ratio of recovered links. This is due to
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(a) (b) (c)

Figure 7: Reduction ratio on the number of monitored links (%) for 50, 100 and 200 nodes respectively.

Figure 8: Ratio of Recovered links, Optimality gap and Re-
duction of paths used for monitoring.

Figure 9: Reduction comparison of the number of paths used
for monitoring between Total and Partial monitoring.
the optimality gap. Indeed, this latter increases with the number

of nodes impacting the quality of the solutions. We see the same

impact on the number of paths used for monitoring. We save 68%,

58% and 39% of paths, in average, for instances of 50, 100 and 200

nodes, respectively. These results depend mainly on the quality of

the solutions obtained within the time limit. The last Fig. 9 shows a

comparison of the reduction ratio on the number of paths used for

monitoring between "Total Monitoring" version given in Section 4

and the "Partial Monitoring" given in Section 5. The second version

performs much better than the first one. This was expected since

in the second version, the paths used for monitoring can avoid

crossing through Recovered links and Links out of OSPF paths.

7 CONCLUSION
In this paper, we propose a way to exploit the in-band telemetry

for accurate congestion mitigation. We have shown that a lot of

redundancies in the measurements appear when alternative paths

are monitored. We proposed to design extra "monitoring paths" to

help drastically decrease the number of monitored links. Moreover,

we have shown that up to 25% of links in alternative paths can be

recovered without monitoring. Indeed, the load over these links

can be recovered from the measurement of others. From a practical

perspective, an efficient heuristic needs to be developed to solve

the problem in a short time in order to be used in practice.
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