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ABSTRACT

Time series data is widely used for decision-making and advanced
analytics such as forecasting. However, the vast data volumes
make storage challenging. Using lossy compression can save
more space compared to lossless methods, but it can affect the
forecasting accuracy. Understanding the impact of lossy compres-
sion on forecasting accuracy is a multifaceted challenge, necessi-
tating experimental evaluation across various forecasting models,
compression methods, and time series. This paper conducts such
experimental evaluation by combining seven forecasting models,
three lossy compression algorithms, and six datasets. By sim-
ulating a real-life scenario where forecasting models use lossy
compressed data for prediction, we address three main research
questions related to compression error and its effects on the time
series characteristics and the forecasting models.

The results show that the Poor Man’s Compression and Swing
Filter lossy compression algorithms add less error than the Squeeze
method as the error bound increases. Poor Man’s Compression
provides the best balance between compression ratio and fore-
casting accuracy. Specifically, we obtained an average compres-
sion ratio of 13.65, 5.56, and 14.97 for PMC, SWING, and SZ
with an average impact on forecasting accuracy of 5.56%, 3.3%,
and 8.5%, respectively. An analysis of several time series charac-
teristics shows that the maximum Kullback-Leibler divergence
between consecutive windows in the time series is the best
indicator of the impact of lossy compression on forecasting
accuracy. Finally, our results indicate that simple models like
Arima, are more resilient to lossy compression than complex
deep learning models. The source code and data are available at
https:// github.com/cmcuza/EvallmpLSTS.

1 INTRODUCTION

High-frequency time series generated by reliable sensors are
rapidly transforming various industries such as manufacturing
and renewable energy generation. This data is particularly impor-
tant for optimizing the operation of industrial systems including
wind turbines. However, the huge amount of data points gen-
erated by each sensor makes its transfer and storage infeasible.
Lossless compression cannot solve the problem, e.g., for smart
meters, it only provides compression ratios (CRs) between 2x and
4x [45]. Lossy compression provides significantly higher CRs at
the expense of a small amount of error [11, 17, 33, 40]. However,
the broad application of lossy compression in industry is still
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limited by a lack of understanding of how the decompression
error affects data analytics such as time series forecasting.

As an example, consider a wind turbine transferring data to the
cloud for analysis through a communication network. To reduce
the bandwidth required, the time series are lossy compressed
on the wind turbine [29, 53, 58]. Once the data is transferred to
the cloud, the operators use it to forecast different variables to
optimize energy production and make informed decisions about
predictive maintenance. However, applying lossy compression
can affect the accuracy of the forecasting models and thus cause
incorrect decisions. Thus, it is necessary to select the combina-
tion of lossy compression method and forecasting model that
provides the highest forecasting accuracy. However, this is a chal-
lenging task given the large number of possible combinations.
Moreover, lossy compression algorithms generally require a user-
defined error bound. This is hard to set apriori since its impact
on forecasting accuracy is not well understood. Other factors like
data characteristics and error distribution also impact forecasting
accuracy. To determine, understand, and predict this impact, an
experimental evaluation is necessary.

This paper conducts such an evaluation using seven well-
known time series forecasting models, three lossy compression
algorithms, and six time series datasets. We focus on pointwise
error-bounded lossy time series compression methods as they
possess the advantage of preserving the data’s structure and out-
liers thus providing users with fine-grained control over the loss
of information. Specifically, we evaluate the forecasting models:
Arima [5], Gradient Boosting [7, 13], NBeats [42], Informer [65],
DLinear [62], Transformer [18], and GRU [47]; the lossy compres-
sion algorithms Poor Man’s Compression (PMC) [33], Swing Fil-
ter [11], and Squeeze (SZ) [35]; the datasets ETTm1, ETTm2 [65],
Solar [61], Weather [66], ElecDem [15] and Wind (released as
part of this paper); and different error bounds as parameters of
the lossy compression methods. In addition, we analyze 42 time
series characteristics that deal with shifts in the series’ distribu-
tion, curvature, and stability, and conduct multiple correlation
and regression analyses, to answer the three research questions:

e RQ1: How does lossy compression affect time series?

e RQ2: How does lossy compression affect the accuracy of
time series forecasting?

o RQ3: How does lossy compression affect individual forecast-
ing models?

Experimental results show that it is possible to obtain high CRs
without significantly affecting forecasting accuracy. Specifically,
the lossy compression methods obtain an average CR of 13.65
for PMC, 5.56 for SWING, and 14.97 for SZ with an average im-
pact on forecasting accuracy of 5.5%, 3.5%, and 8.5%, respectively.

10.48786/edbt.2024.56


https://OpenProceedings.org/
http://dx.doi.org/10.48786/edbt.2024.56

The maximum Kullback-Leibler divergence between consecu-
tive windows emerged as the most important characteristic for
predicting the impact of lossy compression on forecasting accu-
racy. Finally, our results suggest that models that heavily rely on
capturing short-term fluctuations, like Transformer, experience
a more significant drop in forecasting accuracy, while, models
that prioritize broader trends, like Arima, remain more resilient.
Throughout this paper, we make suggestions about which com-
pression algorithm to use based on their CR, decompression error,
and impact on forecasting accuracy.

In summary, we make the following contributions:

(1) We provide extensive experimental results of the impact
that three well-known lossy compression methods have
on seven forecasting models using six different datasets.

(2) We systematically analyze the relation between decom-
pression error, compression ratio, and forecasting accuracy
for multiple pointwise error bounds.

(3) We evaluate which time series characteristics are the best
predictors of the impact of lossy compression on fore-
casting accuracy. We also provide guidelines on how to
monitor the most important characteristics.

(4) We analyze the resilience of individual forecasting models
to lossy compression on each dataset and provide em-
pirical evidence regarding the time series characteristics
associated with that resilience.

The paper’s structure is the following. Section 2 introduces the
definitions used throughout the paper. Section 3 describes the
setup of our experimental evaluation. Section 4 analyses the
experimental results and describes our major findings. Section 5
provides future research directions. Section 6 describes related
work. Finally, Section 7 provides the conclusion and future work.

2 PRELIMINARIES

DEFINITION 1. A time series (ts) is a list of data points in-
dexed in time order, e.g., X = ((t1,01), ..., (tn, vn)). Each data point
(ti,v;), is a tuple consisting of a timestamp t; and the corresponding
value v;. The timestamp represents when the value was recorded.

DEFINITION 2. A ts X is a regular time series if the time
elapsed between consecutive data points is constant, i.e., tiy1 — tj =
Lji+1 — l’j,V 1<=ij<n.

DEFINITION 3. Given a regular time series X, a segment xs (i, j)
of X is the list of data points from timestamp t; totj, where i <= j.

DEFINITION 4. Let xg be a segment of a regular time series. The
pointwise error bound, also known as the Lo, norm, denoted as e,
is the maximum allowed difference between values in xs and their
corresponding decompressed values.

We say that € is relative if it represents the maximum relative
allowed error between the values in x; and the decompressed
values, i.e., 0; € [v; — vj€, v; +0i€],Y 0; € x5, where d; and v; are
the decompressed and original data point value at timestamp i, re-
spectively. From now on, we will refer to these lossy compressors
as pointwise error-bounded lossy compression (PEBLC).

DEFINITION 5. We define the transformation T of X, as a
mapping between the raw time series X and the decompressed time
series )A(, ie., X = T(X), where T maps every value of the time
series x; = (t;,v;) € X to its decompressed value x; = (t;,0;) € X.

DEFINITION 6. We define transformation error (T1E) as the
difference between the values of X and X. This difference can be
computed by any distance metric D, e.g., Root Mean Square Error.
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The TE metric quantifies the error introduced by lossy com-
pression as measured by a distance metric (details in Section 3.5),
thus it only yields positive values.

DEFINITION 7. Given a list of k values of X, (x;_p., ..., xt), the
task of time series forecasting aims to predict the values of the
next h values denoted by (§t+1, ..., Ysn)- These values are inferred
by the forecasting model F such that:

1

DEFINITION 8. We define forecasting error (FE) as the differ-
ence between (Yri1, .. Yih) and (a1, - Upyn)- This difference
can be computed by any time series distance metric D.

Grats s oo g = F(Xp—fs s X2)

DEFINITION 9. We define transformation forecasting er-
ror (TFE) as the relative difference between the forecasting error
obtained with the original and transformed time series as input.

_ D(F(X),y) - D(F(X),y)

TFE= D(F(X).9) B

TFE can reflect whether transforming the data improves or
worsens forecasting accuracy. Specifically, a negative TFE means
the forecasting accuracy improved after compressing and decom-
pressing, and a positive value that it degraded.

3 EXPERIMENTAL SETUP
3.1 Datasets

To select the datasets, we consider two criteria: the sampling
interval and their use in highly cited time series forecasting pa-
pers, including the papers proposing the used forecasting models.
For the first criterion, we only consider datasets with a short
sampling interval, i.e., high-frequency data (HFD). Using HFD
means the lossy compression algorithms can achieve high CRs.
This is because in HFD consecutive data points tend to be very
similar and a large increase or decrease within a short time is not
common [25]. HFD is defined differently in different domains,
ranging from a daily to a second sampling interval. [21, 56]. In
this paper, we focus on a sampling interval of less than or equal
to 30 minutes considering the forecasting literature and the avail-
ability of the data [56, 65, 66].

The second criterion, i.e., the use of well-known datasets, en-
ables us to validate our baseline results and reuse the hyperpa-
rameter configuration of the forecasting models. Moreover, it
facilitates the reproducibility of the results, thus reducing the
chance that the forecasting models are incorrectly tuned for the
dataset. For these reasons, we use the following datasets:

e ETT [65]: It has two subsets ETTm1 and ETTm2. Each
contains 2 years of data from an electrical transformer with
a sampling interval of 15 minutes. The target variable is
the oil temperature of the transformer.
Solar [61]: It contains the power output collected from
137 photovoltaic (PV) plants sampled every 10 minutes.
The target variable is the power output of each PV.
Weather [66]: It contains 21 meteorological indicators for
a range of 1 year sampled every 10 minutes. The target
variable is the CO2 concentration of ambient air.
ElecDem [15]: It contains a time series representing the
half-hourly electricity demand of Victoria state in Aus-
tralia. The target variable is the electricity demand.
e Wind: contains the active power output of a wind turbine
sampled every 2 seconds for 10 days. The data contains 9
other variables including the rotor and wind speeds. We



Table 1: Details and statistics of datasets.

Dataset LEN FREQ MEAN MIN MAX QI Q3 rlQD
ETTm1 69,680 15min 13.32 -4 46 7 18 82%
ETTm2 69,680 15min 26.60 -3 58 16 36 75%
Solar 52,560 10min  6.35 0.0 34 0.0 12 200%
Weather 52,704 10min 427.66 305 524 415 437 5%
ElecDem 230,736 30min 6,740 3,498 12,865 5,751 7,658 28%
Wind 432,000 2sec 363.69 -68 2030 108 550 121%

are releasing this data with the paper. The target variable

is the activate power of the wind turbine.
Table 1 lists their descriptive statistics. The relative InterQuartile
Difference rIQD = % % 100, reflects how spread out the
middle 50% of the data is relative to the mean of the time series.
This statistic will provide insights into the impact that lossy
compression has on the different datasets.

3.2 Error-Bounded Lossy Compression

We have chosen three well-known lossy compression algorithms
that have received a lot of coverage in the scientific literature
[27, 34, 53]. The three algorithms are PMC (specifically PMC-
Mean) [33], SWING [11], and SZ [35]. These algorithms guar-
antee a relative pointwise error bound that preserves the data’s
structure and outliers if they are outside the error bound. This
error bound provides users with fine-grained control over the
loss of information and it can be meaningfully applied across
datasets, e.g., € = 0.1 can be meaningfully applied to both the
Weather and Solar datasets. For other compression methods like
Discrete Cosine and Wavelet Transforms [1, 39], although widely
used, supporting a user-defined error bound is not straightfor-
ward. This yields a significant limitation in controlling the error
introduced during the compression process, a key requirement
of our industry collaborators. Moreover, PMC and SWING learn
constant and linear approximations which have been shown to
represent time series more efficiently than higher-level polynomi-
als [10]. Finally, SZ is one of the most popular lossy compression
algorithms with multiple improvements over the years and stable
releases. Descriptions of the original algorithms follow:

PMC: The algorithm adds data points to an adaptive window
updating the mean value in the window. At the same time, the
maximal absolute or relative (as in this paper) difference of the
points to the mean value is computed. If the difference exceeds
the error bound, the window without the latest point is turned
into a segment represented by its mean value.

SWING: The algorithm adds data points to an adaptive win-
dow updating a linear approximation of the data points in the
window. After adding a new point, the algorithm checks if the er-
ror between the actual data points and the linear approximation
remains within a predefined threshold. If the error exceeds the
error bound, the window is turned into a segment, and its values
are compressed by the line that minimizes the mean square error.

SZ: The algorithm first splits the dataset into multiple non-
overlapping equal-sized segments. For each segment, SZ eval-
uates different prediction models like classic Lorenzo, mean-
integrated Lorenzo, and linear regression, which estimate the
value of a new data point based on the values of its neighbors.
Based on the prediction results, SZ dynamically selects the best-
fit data predictor considering the data points within the segment.
After prediction, the algorithm quantizes the difference between
the actual data point and its predicted value. This quantization
process translates the differences into a smaller set of discrete
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Figure 1: PMC, SWING, and SZ compression output at differ-
ent error bounds compared to the original time series (OR).

symbols, which are easier to compress. Afterward, the quan-
tized values are compressed using Huffman encoding or some
other kind of entropy encoder, e.g., arithmetic coding. Finally, SZ
applies a general lossless compression, e.g., gzip.

Figure 1 shows an example of the output generated by PMC,
SWING, and SZ on a segment of ETTm1 and ETTm2. Note that,
the three methods generate very different outputs under the
same error bounds of 0.05 and 0.1. At first glance, SZ seems to
fit a constant line like PMC, however, this is due to the quantiza-
tion step. Most likely, quantization is also causing the noticeable
fluctuations in short time intervals of the decompressed data.

Implementations Used: We use ModelarDB’s [27, 28] im-
plementation of PMC and SWING, and Libpressio’s [55] Python
wrapper for SZ 2.1. Thus, all of the implementations used a piece-
wise relative error-bound. ModelarDB’s SWING computes the
slope and intercept coefficients as the mean of the upper and
lower bound of the linear approximation. In addition, SZ applies
gzip as the final lossless compression. To ensure the compression
methods can be directly compared we took two extra steps. First,
we compress the timestamps for all the methods by storing the
first timestamp as a 32-bit integer, the sampling interval as a
16-bit integer, and the length of the generated segments as a
16-bit integer. This extra step was needed as SZ cannot efficiently
compress the timestamps, while PMC and SWING need them
to reconstruct the time series. Second, we compress the PMC’s
and SWING’s compressed representations using gzip since SZ
applies gzip as the final step while the former two do not. Gzip
is also applied directly to the raw dataset.

During the evaluation, we compress the datasets using 13
different error bounds (EB) unevenly distributed from 0.01 to 0.8.
Concretely, EB = {0.01, 0.03, 0.05, 0.07, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4,
0.5, 0.65, 0.8}. We explore more values when the error bound is
lower than 0.1, and as the error bound increases, we increase
the distance between the values to cover higher error bounds
while keeping the size of EB manageable. For each compression
method and error bound, we generate an output file containing
the compressed representation of the time series. Additionally,
we add a header with the sampling interval, initial timestamp, and
the number of data points in the segment to be able to decompress
the data. Thus, the size of the raw and compressed data is the
number of bytes in each of the generated .gz files.



3.3 Lossless Compression Baseline

Facebook’s Gorilla (GORILLA) [43] is a compression method used
as the default encoding for floating point measurements in many
time series databases (TSMSs) [26]. Thus, we use it as a baseline
to show the compression ratio that currently can be achieved
with lossless compression. In the original paper, the data points
are split into two hour blocks. However, for our datasets such
as ETTml1, with 15 minutes sampling intervals, this will mean
considering only 8 data points thus affecting the compression
ratio of the algorithm. Considering this, our implementation of
GORILLA compresses the whole time series as a single segment.
Each value is compressed by XORing with the previous value
followed by a variable-length binary encoding.

3.4 Forecasting Models & Hyperparameters

We have chosen seven prominent forecasting models ranging
from classical statistical models to deep learning.

e Arima [5]: is the Autoregressive Integrated Moving Aver-
age model with Fourier terms as exogenous variables to
model long seasonality.

Gradient Boosting (GBoost) [7, 13]: an ensemble of basic
predictors that, when combined, form a strong predictive
model by iteratively correcting the errors of prior models.
We use simple decision trees as the basic predictors.
GRU [47]: widely used for time series forecasting, it is an
encoder-decoder Gated Recurrent Neural Network.
NBeats [42]: a deep neural architecture based on back-
ward and forward residual links and a very deep stack of
fully connected layers.

Transformer [18]: an encoder-decoder architecture that
has as its core feature a multi-head attention mechanism
that learns intra-dependencies and inter-dependencies
within the input time series.

Informer [65]: an improvement over the Transformer
model with a probabilistic sparse self-attention mechanism
which achieves better time complexity and a generative
style decoder to acquire long sequence output with only
one forward step.

DLinear [62]: a shallow neural architecture that decom-
poses the time series into trend and remainder, and em-
ploys a feed-forward layer per each component.

To conduct the hyperparameter search, we first explore the
literature and reuse the deep learning model’s suggested hyperpa-
rameter. Moreover, we follow a standard hyperparameters search
strategy in case the model has not been tested on a dataset [14].
Specifically, we split the datasets into training/validation/testing
using 70%/10%/20% for each set. Then, using the validation sub-
set we conducted a grid search over the hyperparameters of the
models: the number of units, layers, blocks, heads, and stacks.
We search for values around the suggested hyperparameters to
guide and limit the search space. The dropout hyperparameter
was searched for all models within the values [0, 0.05, 0.1]. We
use a learning rate equal to 0.001 and a weight decay equal to
0.0001 as default parameters for the Adam optimizer [31]. During
training, we use an early-stop strategy on the validation subset
with patience 3. Moreover, we apply a standard scaler to the
input of the forecasting models and fix its size to 96 previous
timestamps following previous work [65]. We set the forecasting
horizon to 24 timestamps into the future. For Solar, the input
size of DLinear is set to 720 as suggested for multivariate time
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series [62]. In the case of Arima, we use the Akaike Information
Criterion (AIC) [19] to select the best model.

3.5 Evaluation Metrics

Compression Ratio: The compression ratio is defined as the
ratio between the size of the raw dataset and the size of its com-
pressed representation as follows:

size_of_raw_data

size_of_compressed_data

®)

Thus, a higher CR means the compression reduced the size of the
data more. As mentioned before, the sizes of the raw dataset and
its compressed representation are the numbers of bytes in the
generated .gz files.

Transformation and Forecasting Error: To compute the
transformation and forecasting error, we use three metrics: Root
Mean Square Error (RMSE), Root Relative Squared Error (RSE),
and Normalized Root Mean Square Error (NRMSE). RMSE is
a classic metric used to compare time series. NRMSE and RSE
facilitate the comparison between datasets that have different
scales [3, 49]. Moreover, we use the correlation metric (R) to
measure the similarity between the raw and transformed time
series, and as an evaluation metric of the forecast accuracy.

NRMSE = %}E&y) (4) RMSE = Z:l(x‘T_y‘)z )
T =% (i - 9) SE:@
VEL G = HVEL AT

(yi - 9)?

(6) (7)
where Ry = max(x) —min(x), x is the raw time series, and x and
7 are the mean value of x and y which represents the predicted
or transformed time series. The metrics RMSE, NRMSE, and RSE
measure the distance between the two input time series, thus,
lower values indicate that the time series are more similar. R
interpretation is the opposite, the higher the value, the more
correlated the time series thus closer to each other.

3.6 Evaluation Scenario

We consider one evaluation scenario based on the wind turbine
example described in Section 1 to conduct our experiments. In the
example, the time series is compressed directly in the wind tur-
bine and transmitted to a central analysis system. Assuming there
exists a forecasting model already trained on previously collected
segments of the raw time series, it is desirable to understand the
impact of lossy compression on forecasting accuracy. Alternative
scenarios include retraining the model using the transformed
data. However, performing such an evaluation requires evalu-
ating different incremental machine-learning (ML) techniques
which fall outside the scope of this paper. Algorithm 1 shows the
procedure followed.

The evaluation starts by splitting the dataset into training,
validation, and testing, and training the forecasting model on
the training subset. We pre-computed the hyperparameters for
each combination of model and dataset according to Subsection
3.4 using the validation subset. In Algorithm 1, test.y and test.x
refers to the set of all output sequences of the raw test subset and
the set of all input of the transformed test subset, respectively.
T(test| C, ) refers to transforming the testing data given the
lossy compression method C with error bound €. The function
calculateMetrics() returns the RMSE, RSE, and NRMSE evalu-
ation metrics. After transforming the testing subset, we obtain



Algorithm 1 Evaluation Procedure

Input: ModelID F;4, Dataset X
1: function EVALUATESCENARIO
2 results « []
train, val, test « split(X)
F « trainModel(F;4, train, val)
for C € [PMC, SWING, SZ] do
for ¢ € EBdo
test «— T(test| C, €) /*transform test*/
prAed « F.predict(test.x)
results.append(calculateMetrics(test.y, pred))
end for
11 end for
12: return results
13: end function

10:

the model’s prediction using as input the transformed data. The
metrics are collected by comparing the raw data on the testing
subset against the predictions of the model. To reduce the effect
of the random initialization of the forecasting models, we run
EvaluateScenario multiple times and report the mean values using
different random seeds. We run the deep neural network models
10 times and the rest of the models only 5 times as they are less
affected by random initialization.

Once the metrics are collected, we compare the results against
the results obtained when using the raw data without applying
any lossy compression, i.e., the baseline results. The baseline con-
sists of performing the prediction and collecting the evaluation
metrics using the raw testing subset test. For the baseline, we
also compute 10 or 5 different baseline instances using different
random seeds to reduce the effects of random initialization. Only
the mean is reported.

3.7 Baseline Results

Table 2 shows the baseline results for the evaluation scenario.
Overall, GRU’s accuracy is the worst, especially on ETTm2, Solar,
and ElecDem compared to the other models. The simpler models,
DLinear and Arima, obtain very good results overall and even
perform best in some datasets like ETTm1. In contrast, on Solar,
these models perform worse in comparison to the complex mod-
els since they are unable to learn the correlation between the
137 series. Finally, NBeats obtains the best results on Solar and
Wind while Informer and Transformer obtain the best results on
ETTm2 and Weather, respectively. We use the results presented
in Table 2 throughout the remainder of the paper to compute
the TFE. Specifically, given an evaluation metric, a dataset, and a
forecasting model, the respective entry in Table 2 constitutes the
D(F(X),y) factor in Eq. 2.

4 RESULTS ANALYSIS

4.1 Research Questions

In this section, we define our three main research questions
(RQs) and relevant related sub-questions that guided our analysis.
Firstly, as we are evaluating the impact of lossy compression on
time series forecasting, it is necessary to understand what the
impact of lossy compression on time series is. In this regard, the
three aspects that can be analyzed are the piecewise relative error
bound, TE, and CR.
RQ1: How does lossy compression affect time series?
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Table 2: Evaluation scenario baseline results (best in bold).
Model Metric ETTml ETTm2 Solar Weather ElecDem Wind
R 0.95 0.97 0.82 0.87 0.78 0.98
Arima RSE 0.32 0.24 0.60 0.53 0.58 0.19
RMSE 0.12 0.15 0.51 0.46 0.5 0.16
NRMSE  0.054 0.045 0.164 0.08 0.081 0.036
R 0.93 0.95 0.90 0.87 0.95 0.98
Gboost RSE 0.39 0.34 0.45 0.50 0.34 0.17
RMSE 0.14 0.21 0.39 0.45 0.29 0.15
NRMSE  0.067 0.061 0.12 0.07 0.047 0.033
R 0.96 0.96 0.91 0.90 0.94 0.98
DLinear RSE 0.30 0.26 0.41 0.46 0.36 0.17
RMSE 0.10 0.16 0.35 0.41 0.31 0.15
NRMSE 0.051 0.049  0.095 0.07 0.051 0.033
R 0.94 0.87 0.78 0.89 0.58 0.98
GRU RSE 0.38 0.5 0.79 0.46 0.96 0.17
RMSE 0.13 0.31 0.68 0.41 0.83 0.15
NRMSE  0.065 0.091 0.184 0.069 0.14 0.033
R 0.94 0.97 0.93 0.89 0.96 0.99
Informer RSE 0.39 0.24 0.39 0.48 0.29 0.17
RMSE 0.13 0.15 0.34 0.43 0.25 0.15
NRMSE  0.067 0.045 0.091 0.07 0.040 0.032
R 0.95 0.97 0.94 0.88 0.96 0.99
NBeats RSE 0.36 0.26 0.34 0.48 0.29 0.17
RMSE 0.12 0.16 0.30 0.43 0.25 0.14
NRMSE  0.062 0.048  0.080 0.074 0.041 0.032
R 0.95 0.97 0.93 0.82 0.96 0.99
Transformer RSE 0.37 0.27 0.38 0.57 0.30 0.17
RMSE 0.13 0.17 0.33 0.51 0.26 0.15
NRMSE  0.063 0.049  0.089 0.086 0.042 0.032

e RQ1.1: Which lossy compression method best preserves
the data quality as the error bound increases?

e RQ1.2: Which lossy compression method provides the
highest CR?

e RQ1.3: How are TE and CR related?

Secondly, and our main focus, is the impact of lossy compres-
sion on the accuracy of time series forecasting. Intuitively, as the
error bound increases, the accuracy should decrease. However,
determining how the accuracy decreases and which metrics can
best explain the negative impact is very important. We also an-
alyze the relationship between CR and TFE to determine how
lossy compression can best be used with forecasting.

RQ2: How does lossy compression affect the accuracy of time
series forecasting?

e RQ2.1: How much TE can be introduced before signifi-
cantly affecting the forecasting accuracy?

e RQ2.2: Which time series characteristics best explain the
impact of lossy compression on forecasting accuracy?

e RQ2.3: How high CR can be obtained without significantly
affecting the forecasting accuracy?

Finally, determining which forecasting model is most resilient
to lossy compression can help users select the best model to
combine with lossy compression.

RQ3: How does lossy compression affect the individual fore-
casting models?

e RQ3.1: Which factors influence the resilience of the fore-
casting models?

e RQ3.2: Which time series forecasting model is more re-
silient to the effect of lossy compression?

4.2 TE and CR Evaluation (RQ1)

Figure 2 shows the TE measured by NRMSE and the CR per lossy
compression method for the different error bounds and datasets.
Additionally, the figure shows GORILLA’s CR as a baseline with
1.49x, 2.08x, 3.09x%, 2.22x, 2.02x, and 1.73x for ETTm1, ETTm?2,
Solar, Weather, ElecDem, and Wind, respectively. Note, that the
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Figure 2: TE and CR per dataset and lossy compression.

lossy compression methods provide much higher CRs than GO-
RILLA even at an error bound of 0.01, with the single exception
being SWING on Solar. An explanation for this is that during
nighttime, the values are always 0. Thus, GORILLA’s XOR and
variable-length encoding can efficiently compress those segments
using a single bit per value while SWING needs two coeflicients.

Analyzing the CR among the lossy compression methods, SZ
initially excels at lower error bounds due to its linear-scale quan-
tization and Huffman encoding. However, as the error bound
increases, PMC’s simpler single-coefficient model proves more
effective, surpassing both SZ and SWING in CR. For instance, for
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Figure 3: Number of segments per dataset.

ETTm1, PMC and SZ create 11889 and 20434 segments at an error
bound of 0.05, respectively. However, PMC only creates 899 seg-
ments at an error bound of 0.5, compared to SZ’s 3397 segments.
This trend is evident in Figure 3, which shows the segment counts
across the datasets, indicating PMC’s better effectiveness with
higher error bounds. On the other hand, despite the flexibility
of SWING with its two-coefficient model, as indicated by the
lower number of segments in Figure 3, it is less efficient in terms
of CR. The added storage overhead from its two coefficients be-
comes a disadvantage, especially after gzip compression. PMC’s
constant-value segments benefit more from gzip, resulting in a
higher CR compared to SWING’s slope-intercept pairs. These
findings show that simple lossy compression methods like PMC
can significantly increase their CR by incorporating lossless com-
pression like gzip, thus avoiding the need for more complex lossy
compression methods like SWING.

One anomaly that emerges is the exceptionally high CR ob-
served on Weather, where CR exceeds 200 at an error bound of
just 0.15, as depicted in Figure 2. This striking efficiency is primar-
ily due to the dataset’s characteristics, particularly, its small rIQD
of 5% as summarized in Table 1. Such a characteristic allows com-
pression to approximate the entire dataset with a small number
of segments under the pointwise relative error bound, as shown
in Figure 3. This contrasts sharply with the results observed on
the Solar dataset, where the CR barely surpasses 14 even with an
error bound of 0.8. In this case, rIQD is equal to 200%, indicating
that even with an error bound of 0.8, the compression method
cannot fit the entire series with only a few segments. These find-
ings show the importance of contextualizing the error bound
within the rIQD of the dataset to avoid misleadingly high CRs
that can compromise the data quality.

For all error bounds less than or equal to 0.1 the lossy compres-
sion methods all have a similar TE. PMC exhibits a remarkable
consistency as the error bound increases. Its strategy of only
fitting the mean value across the segments seems to avoid big



Table 3: Linear regression coefficients [6;, )], and standard
error (SE). CR as a function of TE.

PMC SWING Sz
PEBLC 6, 6 6, 6o 6, 6y
Coef 5117 -0.4 126.1 0.97 1044 6.7
ETTm1 SE 27.6 0.9 5.6 0.41 13.2 1.0
Coef  409.9 -0.1 205.1 -0.17 1282 10.1
ETTm2 SE 25.6 1.3 8.3 0.79 17.8 1.7
Solar Coef  367.5 3.0 91.5 1.6 288.6 5.8
SE 23.6 0.3 4.5 0.1 43.2 0.7
Weather Coef 74939 -203.3 9733 166.9 76.9  119.6
SE 806.8 98.3 238.6 93.1 40.9 31.1
ElecDem Coef 2.6e+4 -968.9 1.le+4 -620.9 369.6 343
SE 1.2e+4 9488 2941.1 3782 1132 209
Wind Coef  662.2 -3.0 150.7 3.0 71.9 9.3
SE 58.6 3.4 5.7 0.99 9.6 1.8

TE, as indicated by its sub-linear growth on all datasets as shown
in Figure 2. In contrast, SWING’s super-linear TE growth shown
in Figure 2 can be due to larger errors in particular segments—
especially in segments where the data does not follow a linear
trend—skewing the overall NRMSE higher. Similar intuition can
be applied to SZ which has more flexibility and can take full
advantage of the maximum allowed error bound.

4.2.1 Quantifying the TE and CR Relationship: To quantify the
expected increase of CR per unit of TE we use a linear regression
model of the form: CR = 01 TE + 0. The slope 0; represents the
increase in CR for each unit increase in TE. The intercept 6
indicates the expected CR when no compression is applied. Table
3 shows the coefficients and their standard error (SE). The results
can be classified into two clusters: one composed of ETTm1,
ETTm2, Solar, and Wind—less sensitive to compression—and
another cluster with Weather and ElecDem—highly sensitive to
compression. As previously analyzed for the CR on Weather, the
main reason for this is the rIQD. Specifically, the first 4 time
series have an rIQD between 75% and 200%, while the other two
datasets have an rIQD of 5% and 28%, see Table 1. This means that
for the first 4 datasets, most of the error bounds are below this
value. In summary, the results suggest that if the error bounds
are lower than the rIQD—the first cluster—users can expect an
increase in CR of [3.6x-6.6x], [0.9x-2.1x], and [0.7x-2.8x] for every
0.01 increase of TE for PMC, SWING, and SZ, respectively. These
results confirm that PMC generally offers the highest CR gains
as TE increases. However, as illustrated by the 6y coefficients, SZ
will generally obtain a higher CR for lower error bounds. The
low SEs obtained for the coefficients on ETTm1, ETTm2, Solar,
and Wind indicate a strong and reliable linear relationship. In
contrast, for the other two datasets (Weather and ElecDem), with
high SEs, the relation is unreliable, underscoring how the rIQD
can impact the compression.

Finally, we answer RQ1 through its sub-questions as follows:

RQ1.1: Which lossy compression method best preserves the data
quality as the error bound increases? Answer: For error bounds
less or equal to 0.1, all lossy compression methods perform simi-
larly in terms of TE. However, as the error bound increases, PMC
best preserves the data quality of the time series.

RQ1.2: Which lossy compression method provides the highest
CR? Answer: SZ provides the highest CR at low error bounds.
As the error bound increases, the CR provided by SZ increases
slower than PMC. SWING provides the lowest CR and in some
cases, even a lower CR than GORILLA.
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RQ1.3: How are TE and CR related? Answer: Overall, TE and
CR have a positive linear correlation on datasets where the rIQD
is higher than the error bound specified by the users. In contrast,
on datasets with a low rIQD, the lossy compression methods can
achieve very high TE and CR at very low error bounds making
the relationship less predictable.

4.3 TFE Evaluation (RQ2)

To evaluate how lossy compression affects the forecasting accu-
racy, we first analyze the TE and TFE relation. Figure 4 shows
the results. The horizontal line shows the average TFE while
the vertical bars represent the 95% confidence intervals given by
the different forecasting models. The smaller the vertical bars,
the closer the results are across the different forecasting models.
We have focused the results in the area with TFE <= 0.5, i.e.,
50% of forecasting accuracy lost, to improve the visualization.
We exclude GRU on Solar and ElecDem due to its significantly
poorer baseline performance (Table 2) on these datasets, which
renders a noticeable deviation from the typical pattern seen for
the other forecasting models. Also, GRU remains largely immune
to the effects of compression and even improves the forecasting
accuracy as TE increases. This stark contrast from the trends on
other datasets and forecasting models can skew interpretations,
thus we exclude these results.

Overall, it is evident that minor TEs do not detrimentally in-
fluence forecasting accuracy. Interestingly, compression seems
to be advantageous in several instances, suggesting that it helps
eliminate noise or redundant information, thus enhancing the
model’s predictive performance. Specifically, for ETTm1, Solar,
Weather, and Wind, we observe an improvement of the fore-
casting accuracy of up to 2% as indicated by the negative TFE.
Moreover, every dataset shows a super-linear growth of TFE
as TE increases, meaning that TFE decreases faster as TE in-
creases. When evaluating the different compression methods, it
becomes evident that SWING and PMC generally have a lower
or equal TFE compared to SZ. This suggests that these two lossy
compression methods preserve crucial data characteristics more
effectively than SZ, thus leading to more consistent forecasting
results despite decompression errors.

4.3.1 Time Series Characteristics Analysis. The variance in re-
sults across datasets, as depicted in Figure 4, suggests that distinct
time series characteristics influence the compression methods.
To explore this, we analyze 42 characteristics extracted using the
R ts-feature package [23]. This analysis involves computing these
characteristics on decompressed data across all lossy compres-
sion and error bounds and then computing the difference from
the original data. To predict the TFE, we train a GBoost model
and determine the significance of each characteristic using SHAP
(SHapley Additive exPlanations) [36]. The model achieved an
R? = 0.9 indicating a good fit of the train data. SHAP ranks the
characteristics based on their contribution to the model’s pre-
dictions. Figure 5 shows the most influential characteristics and
their relationships with the predicted outcome based on SHAP
values. We complement this analysis with the top characteristics
based on the Spearman correlation to TFE in Table 4.

The SHAP analysis reveals that the most crucial characteris-
tics to forecasting accuracy post-compression are those related to
shifts in distribution (max_kl_shift, max_level_shift, max_var_shift,
mean), autocorrelation (seas_acfl, x_pacf5), stationarity (unit-
root_pp, unitroot_kpss), and seasonality (seas_strength). Notably,
the max_kl_shift characteristic, representing the Kullback-Leibler
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Figure 4: TE and TFE relation per dataset.

(KL) divergence across consecutive windows, stands out as the
predominant characteristic. The Spearman correlation values in
Table 4 support these results, with the KL divergence showing the
highest positive correlation of 0.74. The overlap observed in both
analyses, particularly for characteristics like max_kl_shift and
seas_strength, underscores their robust influence on TFE. Other
significant characteristics such as diff1_acf1 and diff2x_pacf5
from the Spearman analysis are likely related to seas_acf1 and
x_pacf5 from the SHAP analysis, as they all capture temporal
dependencies and cyclic patterns in the time series. Interestingly,
the stationarity characteristics (unitroot_pp and unitroot_kpss)
exhibit very low correlations to TFE, at 0.01 and 0.12 respectively,
thus they are not shown in Table 4. This discrepancy in their per-
ceived importance is due to SHAP’s capability to capture complex
interactions between characteristics that the correlation cannot.

By analyzing the SHAP values in the bee swarm plot in Fig-
ure 5 (left), one can determine that instances with higher KL
divergence correspond to higher predicted TFE, denoted by the
aggregation of red points on the positive side of the SHAP val-
ues. Conversely, instances featuring lower KL divergence cor-
relate with improved forecasting accuracy, as depicted by blue
points on the negative SHAP values. Similarly, higher shifts in
mean and variance across consecutive windows, as indicated by
max_level_shift and max_var_shift, are associated with higher
predicted TFE. Conversely, lower shifts in these characteristics
align with a reduction in TFE. This pattern suggests that when
compression mitigates the distributional shifts, it effectively acts
as a smoother, thereby preserving and potentially enhancing the
accuracy of subsequent forecasts, a phenomenon substantiated
by the trends observed in Figure 4. These results suggest that a
lossy compression method should minimize distributional shifts
of consecutive windows to retain forecasting accuracy.
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Figure 5: Top characteristics based on SHAP values.

Table 4: Top characteristics based on the correlation to TFE.

Characteristic ~ Correlation Characteristic ~ Correlation
max_kl_shift 0.74 var -0.40
seas_strength -0.58 e_acfl -0.38
flat_spots 0.57 beta -0.37
diff1_acf1 -0.55 mean -0.36
diff2x_pact5 0.46 crossing_points -0.34

In contrast, lower values of seas_acfI (seasonality autocorrela-
tion at lag 1), mean, x_pacf5 (partial autocorrelation at lag 5) and
seas_strength (seasonal strength) correspond to a decrease in fore-
casting accuracy, as seen by blue dots with positive SHAP. This
correlates with the negative correlation obtained for seas_strength
and mean in Table 4. The compact clustering of SHAP values
for seas_strength and x_pacf5 suggests these characteristics have
a stable impact on forecasting remaining consistent across the
dataset despite compression. Essentially, the steadiness of these
characteristics’ SHAP values signifies the resilience of seasonal
patterns and lagged correlations in the compressed data. Finally,
unitroot_pp and unitroot_kpss cannot be straightforwardly in-
terpreted as high values of these characteristics, indicative of
non-stationarity, are associated with either high or low TFE,
explaining the low correlation to TFE.

4.3.2 Inflection Point Analysis: One of the most interesting
observations from Figure 4 is the presence of a distinct inflec-
tion point where an increase in TE begins to have a pronounced
detrimental impact on forecasting accuracy. This characteristic
bend or "elbow" in the curve is evident across most datasets.
By extracting and analyzing the elbow points across different
compression methods, we can systematically evaluate how each
method impacts the forecasting accuracy relative to the decom-
pression error. If one compression method consistently shows
an elbow at a much higher TE than another, it suggests that this
method produces errors that can be tolerated better before signif-
icantly affecting the forecasting accuracy. Similarly, we extract
the error bounds, the CR, and the TFE at the elbow points to
provide a comprehensive view of the lossy compression methods
across all these performance metrics. This analysis is pivotal in
determining the most efficient compression method for balancing
error tolerance, forecasting accuracy, and CR, guiding users in
selecting the most appropriate method for their specific needs.
We use the Kneedle algorithm [48] to extract the elbow points in
an automated manner. Table 5 shows the median of the perfor-
mance metrics across forecasting models and the average (AVG)
across the datasets.

Overall, PMC is a well-rounded option, delivering good com-
pression and consistent results across datasets. Its slightly higher



Table 5: Elbows’ median error bound (EB), TE, TFE, and CR.

ETTm1 ETTm2 Solar Weather ElecDem Wind AVG

EB 0.2 0.1 0.3 0.02 0.07 0.15 0.14
TE 0.025 0.02 0.013 0.03 0.026  0.039 0.026
PMC
CR 107 7.7 8.0 25.8 10.1 19.6 13.65
TFE 0.023  0.105 0.005 0.017 0.13  0.051 0.055
EB 0.15 0.07 028 0.015 0.04 0.1 0.11
TE 0.024 0.016 0.022 0.031 0.016  0.033 0.023
SWING CR 3.5 4.8 3.5 10.1 4.5 7.0  5.56
TFE 0.003 0.057 0.045 0.023 0.05 0.02 0.033
EB 0.2 0.07 0.2 0.03 0.05 0.05 0.10
sz TE 0.031 0.015 0.008 0.067 0.02 0.018 0.026
CR 120 11.3 9.7 235 25.1 8.2 14.97
TFE 0.058 0.074 0.01 0.25 0.07  0.045 0.085

error bounds and TEs imply that PMC can deviate a bit more
from the original data than SWING and SZ before significantly
impacting forecasting accuracy. The TFEs at the detected elbows
are relatively low across most datasets, suggesting that, for the
amount of CR achieved (13.65x on average), the impact on fore-
cast accuracy is tolerable (0.055 TFE on average). Its highest TFE
is on ElecDem with 0.13, i.e., 13% of accuracy lost compared to
the baseline while achieving a CR 10.1x higher than compressing
with gzip. In summary, PMC offers a balanced approach, espe-
cially when there is a requirement for a moderate CR without a
significant loss in forecasting accuracy.

SWING’s results indicate that its compression can be the ideal
choice when maintaining forecasting accuracy is the primary
concern, even if it means compromising somewhat on compres-
sion. Across all datasets, SWING’s TFE is consistently less than
or equal to 0.05 (0.033 on average), and almost always lower
than the rest of the lossy compression methods. Only on Solar,
was SWING’s TFE the highest at 0.045, while the rest all have
less than or equal to 0.01. But even there its TE is the highest,
indicating that more error was introduced before affecting the
forecasting accuracy by that much.

Finally, while SZ is very efficient in terms of CR, achieving an
impressive average of 14.97, it is important to note that this often
comes at the cost of reduced forecasting accuracy as indicated by
the higher TFEs. This trade-off is particularly noticeable on the
Weather dataset with a TFE of 0.25 and a CR of 23.5. Users seeking
high CRs will find SZ suitable, but only if they can tolerate some
reduction in forecasting accuracy.

4.3.3 Time Series Characteristic Sensitivity. Building on our
earlier analysis, we now aim to understand what is producing
the elbow points analyzed. For this, knowing which character-
istics start getting affected at the inflection point will provide
more insights into why the forecasting accuracy starts degrading
rapidly past this point. We set a threshold of TFE < 0.1 as, in
our findings, most datasets’ elbows are below this mark. Table 6
shows the mean and standard deviation of the relative difference
(%) between the original data and their compressed counterparts
for the 5 most important characteristics: max_kI_shift (MKLS),
max_level_shift (MLS), seas_acf1 (SACF1), max_var_shift (MVS),
and unitroot_pp (URPP).

The results reveal that while MKLS and URPP can be signifi-
cantly impacted by compression, others like MLS, SACF1, and
MVS remain consistently unaffected. PMC has the least average
impact on these characteristics which aligns with its fundamental
operation. By taking the mean value of segments, PMC inherently
minimizes variations and level shifts in the compressed series,
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Table 6: Mean and standard deviation of the relative differ-
ence (%) for the five most important characteristics when
TFE < 0.1.

dataset MKLS  MLS SACF1 MVS  URPP
PMC  30.0(34) 03(0.5) 07(1.1) 13(21) 12(13.0)

ETTml SWING 42(8) 22(3.2) 09(1.0) 56(8.4) 13(12.8)
SZ  35.9(49) 03(0.3) 1.1(1.4) 1.8(22) 40(53.3)

PMC 81.4(140) 04(0.9) 0.6(1.0) 13(40) 0.6 (2.1)

ETTm2 SWING 7.0(83) 1.0(12) 0.1(0.2) 1.5(2.1) 45 (43)
SZ  63.6(139) 0.8(1.1) 0.5(0.9) 13(1.9) 3.9(7.0)

PMC 60.2(54) 08(0.9) 03(0.2) 0.2(0.2) 3.6(3.5)

Solar SWING 3.6(7) 1.0(0.9) 05(0.8) 2.1(3.4) 3.1(45)
SZ  23.0(32) 0.2(05) 1.0(1.2) 1.8(21) 6.7(8.5)

PMC 133(73) 13(09) 0.4(04) 25(27) 52 (28)

Weather SWING 57.4 (47) 24(1.3) 11(1.1) 3.2(2.3) 15.7(3.4)
SZ  151(202) 2.7(2.6) 2.0(14) 44(3.9) 52.6(40)

PMC 493 (54) 0.6(0.8) 0.7(1.0) 0.6(1.0) 3.4(47)
ElecDem SWING 83(12) 1.0(25) 0.5(1.2) 1.1(27) 0.4(0.6)
SZ  84(16) 05(0.6) 05(0.6) 0.9(1.0) 1.6(2.2)

PMC  88(106) 0.2(0.6) 03(0.4) 1.1(1.8) 7.4(7.5)

Wind SWING 16.2(14) 0.7(1.0) 03(03) 2.5(35) 10(9.4)
SZ  28.0(28) 0.5(0.4) 02(0.2) 1.6(2.0) 7.8(9.4)

PMC 736(77) 0.6(0.8) 0.5(0.7) 1.2(1.9) 5.4 (5.6)

AVG SWING 16.1(16) 1.4(17) 0.6(0.8) 27(3.7) 7.9(6.7)
SZ  51.6(78) 0.8(0.9) 0.9(0.9) 1.9(22) 18.8(20)

ensuring that the fluctuations and deviations are almost negli-
gible. Nevertheless, the remarkable stability across all datasets
and compression methods of these three characteristics, indicates
that the seasonality, mean, and variability of the series largely
remain intact helping to preserve the TFE < 0.1. Ultimately, when
these characteristics show small deviations of even 1%, it is a sign
that the forecasting models will not perform optimally, thereby
making them key indicators to monitor.

Table 6 also shows that MKLS and URPP are pivotal in deter-
mining the exact impact on forecasting accuracy when TFE<0.1
for ML models. However, using these characteristics as indicators
of the forecasting accuracy drop is not straightforward, particu-
larly for MKLS. The sensitivity of the KL divergence metric to
small probability values, notably in PMC’s averaging approach,
can exaggerate the perceived impact on forecasting accuracy.
Such differences are more prominent for PMC than for SZ and
SWING, leading to higher KL divergence values that do not reflect
actual data value changes. On the other hand, URPP shows more
uniformity across datasets, allowing users to set a threshold for
alerts at even a 5% deviation, in line with PMC’s average impact.

Finally, we answer RQ2 through its sub-questions as follows:

RQ2.1: How much TE can be introduced before significantly
affecting the forecasting accuracy? Answer: By studying the in-
flection points at which the TFE starts rapidly increasing and the
corresponding TE values for each combination of lossy compres-
sion and dataset, we can establish an average TE of 0.026, 0.023,
and 0.026, with an average TFE of 0.055, 0.033, and 0.085, and an
average error bound of 0.14, 0.11, and 0.11 for PMC, SWING, and
SZ, respectively. RQ2.2: Which time series characteristics best ex-
plain the impact of lossy compression on forecasting accuracy? An-
swer: Our analysis reveals that the most important characteristics
for predicting forecasting accuracy post-compression are those
related to shifts in distribution (max_kl_shift, max_level_shift,
max_var_shift, mean), autocorrelation (seas_acfl, x_pacf5), sta-
tionarity (unitroot_pp, unitroot_kpss), and seasonality strength
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out as the predominant one. RQ2.3: How high CR can be obtained
without significantly affecting the forecasting accuracy? Answer:
We observed an average CR of 13.65 for PMC, 5.56 for SWING,
and 14.97 for SZ without significantly affecting the forecasting
accuracy. For specific combinations of lossy compression and
dataset, the CR is 25x higher than gzip’s, without significantly
affecting the forecasting accuracy.

4.4 Forecasting Models Evaluation (RQ3)

To examine the resilience of the individual forecasting models,
we first analyze their mean TFE at different error bounds per
dataset. The maximum error bound was selected based on the
mean error bound found in Table 5 per each dataset. Figure 6
shows the results. Additionally, Table 7 presents a summary of the
best models based on forecasting accuracy measured by NRMSE
and TFE, showing the top performers according to these metrics.

The results show that there is no single model that uniformly
excels in both forecasting accuracy and compression resilience
across all datasets. However, two general patterns can be ex-
tracted. 1) While complex models such as Transformers, Informer,
and NBeats obtain the best NRMSE on four of the six datasets,
they suffer a more significant performance drop when used on
compressed data. This is evident by their absence at the top
of the TFE rankings. In contrast, simpler models like Arima
tend to maintain their performance better when used with lossy
compressed data. 2) There is an inverse relationship between a
model’s baseline forecasting accuracy and its resilience to com-
pression. Models with higher accuracy on raw data, such as Arima
on ETTm2 and ETTm1, and NBeats on the Solar dataset, tend
to be more sensitive to the error introduced by lossy compres-
sion. Conversely, models that exhibit lower accuracy on raw data,
demonstrate stronger resistance to the errors induced by com-
pression. For example, Informer and GRU, which produce poorer
baseline forecasts on ETTm1 and ETTm2 (Table 2), demonstrate
a stronger resistance to the added compression error.

These patterns have two main implications: 1) Models that
achieve high accuracy on raw data, or in general complex models
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Figure 7: TFE results of Arima and DLinear training on de-
compressed data.

like Transformer, capture very subtle patterns of the time series.
When the data is compressed and decompressed, those subtle pat-
terns are among the first to be distorted, leading to a noticeable
drop in accuracy for these models. Building upon the time series
characteristic analysis in Section 4.3.1, the MKLS characteristic is
likely indicative of these subtle patterns. 2) Models with lower ac-
curacy on raw data, or simpler models like Arima, are capturing
broader, more general patterns of the time series. These pat-
terns are robust enough to resist the compression-decompression
process, leading to relatively consistent performance. This is
consistent with the SHAP values analysis of seas_strength and
x_pacf5, which remains consistent across the datasets despite
the use of lossy compression. This opens up interesting research
directions outlined in Section 5.

4.4.1 Training on Decompressed Data: In this section we con-
duct a set of experiments to understand how models respond
to retraining on the decompressed data. The goal is to validate
if the forecasting models can get accustomed to compression-
induced error and improve their resilience by training on the
decompressed data. We selected the Arima and DLinear models
and the ETTm1 and ETTm2 datasets for this experiment. Arima
and DLinear are the best baseline models on ETTm2 and ETTm1,
respectively, as shown in Table 2. However, they also show more
sensitivity to compression on those datasets. For our experiment,
we train and infer in the decompressed data and record the ac-
curacy using NRMSE between the predictions and the raw data.
Figure 7 shows the TFE results per error bound.

The results show that Arima improved its resilience, this is
more evident on ETTm2 where TFE was reduced from 0.3 in
Figure 6 to 0.18 at the error bound of 0.2. Conversely, DLinear
exhibits more sensitivity when training on decompressed data.
While the difference on ETTm1 is marginal, ETTm2 showcases a



substantial deterioration, with TFE increasing from 0.06 in Figure
6 to 0.2 at the error bound of 0.1. The decrease in resilience
for DLinear suggests that compression alters key time series
characteristics relevant to its operation. Specifically, this model
decomposes the time series into trend and remainder components
and learns to predict their future values. Then, when the model
is trained on decompressed data, it can learn a different set of
decompositions that are too distant from the original components,
thus negatively impacting the DLinear model.

We explore this hypothesis by analyzing the impact on the
trend and remainder components of ETTm1 and ETTm2. Specifi-
cally, we extract the values of these components on the original
and decompressed data. We set the error bounds to 0.2 and 0.1
and compute the average RMSE between extracted components
across all lossy compression methods. The RMSEs for the trend
on ETTm1 and ETTm?2 are 0.28 and 0.45, while the RMSEs for
the remainder are 0.4 and 0.8, respectively. Note, that the RMSE
for the remainder of ETTm2 is twice as high as the one from
ETTm1 which is consistent with the observed impact on fore-
casting with TFEs 0.2 and 0.1, respectively. Moreover, the higher
RMSE:s for the remainder compared to the trend indicate that
the compression is affecting short-term fluctuations more than
the overall trend in the data. This aligns with Arima’s higher
resilience since the primary strength of this model lies in it cap-
turing autocorrelations and trends, rather than predicting precise
values in high-noise scenarios. Thus, even if some short-term
fluctuations have been altered due to compression, Arima can
still provide reasonably accurate forecasts based on that overall
trend. Conversely, since DLinear is trained to capture both trend
and short-term fluctuations, the distortion in the remainder is
leading DLinear to make inaccurate predictions.

While we can discern the impacts of trend and remainder
distortions on simpler models like Arima and DLinear, making
similar deductions for their black-box counterparts like GRU and
Transformer-based models is much more complex. The previ-
ous analysis suggested that the max_kl_shift can be the most
significant characteristic when monitoring the performance of
these models. However, validating this hypothesis would require
diving into several elements, including, but not limited to, inter-
nal neuron activations, weight adjustments, gate behaviors, and
attention mechanisms. This necessitates a more comprehensive,
and potentially, different set of analytical techniques and simula-
tions. We will address this question in future work and provide a
general methodology that can be used for different analytics.

Finally, we answer RQ3 through its sub-questions as follows:

RQ3.1: Which factors influence the resilience of the forecasting
models? Answer: Our results suggest that there are two main
factors: 1) the model complexity and 2) the accuracy of the model
on the raw data. Specifically, a simple model, that prioritizes the
generalization of long-term trends will be more resilient than a
complex model that prioritizes learning short-term fluctuations.

RQ3.2: Which time series forecasting model is more resilient
to the effect of lossy compression? Answer: Arima stands out as
a consistently resilient model, leading the TFE ranking in three
out of the six datasets (Solar, ElecDem, and Wind). Arima also
exhibits superior resilience when trained on decompressed data.

5 RESEARCH DIRECTIONS

This section outlines broader research directions in the field, in-
tended for the wider scientific community to explore. Within this
context, a critical area for advancement is the development of new
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lossy compression methods, specifically optimized to preserve
forecasting accuracy. By leveraging the identified key character-
istics like KL divergence and seasonal strength, these methods
should aim to balance the CR with the preservation of forecasting
accuracy. Further studies are also needed for different types of
time series analytics, e.g., anomaly detection. For each of these
analytics, it is crucial to identify and preserve characteristics that
significantly influence them, thereby guiding the refinement of
lossy compression methods to preserve these characteristics

An additional promising research direction is the development
of ML models designed to predict the impact of lossy time se-
ries compression on various analytical tasks. Such models would
effectively be learning the relationships between compression
characteristics (e.g., compression ratio, impact on the time series
characteristics) and the performance metrics of downstream ana-
lytics tasks (e.g., accuracy, precision). By doing so, they can guide
the selection or optimization of compression methods based on
the expected impact on analytical outcomes.

Finally, another interesting research direction involves com-
bining models that are strong in forecasting with those that are
more resilient. For example, create an ensemble model using
Transformer which has good overall forecasting accuracy and
Arima which is more resilient. This should improve the resilience
and overall accuracy of forecasting models.

6 RELATED WORK

6.1 Time Series Forecasting

The field of time series forecasting has evolved from simple statis-
tical models to sophisticated deep learning architectures. The de-
velopment of the Arima model [5] marked a significant advance-
ment by combining autoregressive (AR) and moving average
(MA) components and handling non-stationary data (integrated,
I). With the rise of machine learning, ensemble techniques like
bagging and boosting [24], combining multiple models to im-
prove forecast accuracy, offered a way to capture non-linear rela-
tionships without explicit model specification. The deep learning
era has brought countless new models from Multilayer Percep-
tron (MLP) [46], and Radial Basis Function Neural Networks [6]
which are very effective in capturing nonlinear relationships in
the time series, Bayesian Neural Network which are particularly
useful for estimating uncertainty and managing overfitting [37],
to Transformer models [57] which are highly efficient capturing
long-term dependencies in the time series [59].

Modern deep learning models can be divided into three main
groups [54]. The first group consists of models that have exten-
sively explored, combined, and modified Recurrent and Convolu-
tional Neural Networks (RNNs and CNNs) [12, 32, 51, 52, 60, 64].
These models are capable of modeling short-term local depen-
dencies among different time series. However, RNN models are
not parallelizable and unable to handle long-term dependencies
between the current and previous timestamps of a time series
[50]. CNN models are limited by the reception field of the kernel
and the locality of the features extracted.

The second group consists of Transformer-based [57] mod-
els adapted from NLP to learn long-term dependencies within
time series. Transformer models rely on self-attention mecha-
nisms to extract the correlations between paired elements in the
time series making it permutation-invariant and anti-ordering.
Examples of these models are Informer [65], Autoformer [59],
Triformer [9], and FEDformer [66]. These models incrementally
improved the accuracy of many datasets. However, recent papers



suggest that these results have little to do with the temporal
correlation learning capabilities of the Transformer model and
that simpler linear models can obtain similar accuracy [62, 63].

The third group of models is based on the classic MLP ar-
chitecture. This shift from Transformer models to MLP-based
models is partly motivated by NBeats [42]. NBeats is the first
pure MLP-based method for univariate time series forecasting
that achieved state-of-the-art accuracy in the M4 competition
[38]. More recently, MLP models like DLinear [62] and LightTS
[63] support the claim that carefully designed MLP models are
better at capturing the historical patterns of time series than
Transformer models.

6.2 Time Series Compression

Time series compression algorithms can be divided into four cat-
egories based on their approach [8]: dictionary-based, functional
approximation, sequential algorithms, and autoencoders.

The dictionary-based approach follows the principle that the
time series can be represented as a sequence of segments from
a dictionary. These segments are characterized by a sequence
of "Atoms" which have a key in a dictionary used both in the
representation of the time series and for querying its content.
The dictionary can be created by domain experts who add typical
patterns or by learning a training set. However, newly arriving
data can introduce patterns or variations that were not previously
included in the dictionary, thus constant updates of the dictionary
are needed in real-life scenarios. Examples are: TRISTAN [40],
CORAD [30], and A-LZSS [44].

The functional approximation approach divides the time series
into segments and applies a function to approximate each of
them. The segment size can be fixed beforehand or found by the
algorithm as it compresses the data. For each segment, the com-
pression algorithm learns the coefficients of a family of functions
that best approximate the values of the segment. The functional
approximation approach is especially suitable for error-bounded
lossy compression as constraints on the coefficients of the func-
tions are simple to add. Examples of functional approximation
methods include PMC [33], Swing [11], and PPA [10].

The sequential approach combines several simple compres-
sion techniques sequentially. The most common encodings are
Huffman, delta, run-length, and Fibonacci binary encoding [8].
The majority of the algorithms in this category are lossless like
Spritz [4], GORILLA [43], and Chimp [34]. GORILLA is currently
used as the default encoding for floating point measurements in
many time series databases [26].

The autoencoder approach uses a symmetric pair of encoder
and decoder neural network architectures. The basic idea is to
reproduce the input time series in the output of the decoder by
minimizing a distance metric. The output of the encoder, ie.,
the embedded representation of the input, is the compressed
representation. Examples of methods using this approach are
DZip [16] and APRA [22].

6.3 Lossy Compression & Time Series
Analytics

A few papers have made preliminary analyses of the impact of
lossy compression on time series analytics including, change-
detection, and time series classification. In [20] the impact of
lossy compression on time series change-detection was analyzed.
Specifically, the authors investigate how multiple combinations
of lossy compression and change-detection algorithms perform
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on different datasets. The authors show that accurate change
detection is possible even on heavily compressed data. In [41]
the authors present a similar study for the classification prob-
lem using three lossy compression algorithms based on Wavelet
Transform [2]. The paper shows an improvement from 10% to
50% in the classification accuracy and recall for different model
configurations. Finally, [10] analyzes the impact of the PPA lossy
compression algorithm on a single domain-specific (energy) fore-
casting task. Specifically, the authors perform a small experiment
with a single dataset and exponential smoothing (ES) as the fore-
casting model. The experiments show that when guaranteeing
the data is compressed within the absolute error bound of 25 Wh
the forecasting accuracy remains unaffected despite achieving a
compression ratio of 3x. Although these preliminary results sug-
gest that lossy compression may not harm time series analytics,
it is clear that much more in-depth analysis is needed.

7 CONCLUSIONS AND FUTURE WORK

With the rise of data-driven decision-making using massive
amounts of sensors, high-frequency time series have become
a crucial tool. However, managing such a massive amount of data
can be challenging, as transferring or even storing the raw time
series is often infeasible. Lossy compression algorithms provide a
solution to this problem. However, using these algorithms intro-
duces new issues, e.g., understanding their effect on the accuracy
of time series forecasting models. In this paper, we answered
the research questions: RQ1: How does lossy compression af-
fect the time series? RQ2: How does lossy compression affect
the accuracy of time series forecasting? RQ3: How does lossy
compression affect individual forecasting models?

Our results suggest that it is possible to obtain high CR through
lossy compression without having a significant negative impact
on the forecasting accuracy and even in some cases improving it.
Specifically, we obtained an average compression ratio of 13.65
for PMC, 5.56 for SWING, and 14.97 for SZ with an average impact
on forecasting accuracy of 5.56%, 3.3%, and 8.5%, respectively.
Among the compression methods, PMC offers a well-balanced
approach, especially when there is a requirement for a moderate
CR without a significant loss in forecasting accuracy. Moreover,
we analyzed how the impact of lossy compression on 42 different
time series characteristics, can be used to predict the impact of
lossy compression on forecasting accuracy. From this analysis,
the maximum Kullback-Leibler divergence between consecutive
windows was the top characteristic, followed by the seasonality
strength and other characteristics related to the autocorrelation
function. Finally, Arima stood out as the most resilient model in
half of the tested datasets and exhibited superior resilience when
trained on decompressed data.

In future work, we will use synthetic data to further validate
our findings. This approach will allow us to adjust the critical
time series characteristics identified in this paper, and test the
resilience of specific forecasting models to changes in these char-
acteristics. Moreover, we will explore scenarios that include train-
ing forecasting models on decompressed data.
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