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ABSTRACT
Steady advances in processor and memory technologies have
driven continuous tuning and redesigning of in-memory hash
joins for decades. Over the years, research has shown advantages
of both hardware-conscious radix joins and hardware-oblivious
hash joins for di�erent workloads. In this paper, we evaluate both
join types on persistent memory (PMem) as an emerging mem-
ory technology o�ering close-to-DRAM speed at signi�cantly
higher capacities. We study the no partitioning join (NPO) and
the parallel radix join (PRO) in PMem and analyze how their
performance di�ers from DRAM-based execution. Our results
show that the PRO is always at least as fast as the NPO in DRAM.
However, in PMem, the NPO outperforms the PRO by up to 1.7⇥.
Based on our �ndings, we provide an outlook into crucial design
choices for PMem-optimized hash join implementations.

1 INTRODUCTION
Modern in-memory database systems heavily utilize hash joins.
The interplay of state-of-the-art hardware features and database
workloads serves as a broad research �eld for tuning parameters
and (re-)designing hash join algorithms. Over the past decades,
fundamental shifts in processor and storage technology regularly
challenged researchers to revisit the search for the optimal hash
join implementation [1, 4, 5, 9, 12, 15–17, 22, 22, 23, 27, 30]. In
general, there are two types of hash joins: hardware-conscious
algorithms and hardware-oblivious approaches. While hardware-
conscious hash joins entail a platform-speci�c partition phase
to reduce the number of cache and translation lookaside bu�er
(TLB) misses [4, 5, 27], the less complex hardware-oblivious ap-
proaches come entirely without a partition phase [9]. Some re-
searchers claim that hardware-conscious hash joins are superior
to hardware-oblivious ones in terms of performance [5, 28, 31].
Others show that in a real-world database system, hardware-
conscious hash joins outperform their non-partitioned hardware-
oblivious counterparts only for a few workloads [7].

Common to the majority of published in-memory hash joins
is that they operate exclusively in DRAM. Yet, persistent mem-
ory (PMem) promises higher capacity at lower cost and Byte-
addressability at close-to-DRAM performance [14, 35, 36, 38]. In-
tel Optane DC Persistent Memory Modules (Optane DC PMM) is
the �rst commercially available PMem technology [20]. Since the
type of I/O operation, access size, access pattern, and the number
of threads heavily impact Intel Optane DC PMM’s performance,
best practices for its usage have been established [8, 13, 36, 38].
Researchers proposed various PMem-based index structures [2,
11, 24], hash maps [25, 26], and database components [3, 34, 37].
Consequently, PMemmight be a cheaper alternative or extension
to DRAM for e�cient in-memory hash joins as well.
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Figure 2: Parallel radix join

In this paper, we adapt two in-memory hash joins by Balkesen
et al. to PMem: the optimized hardware-oblivious no partitioning
join (NPO) and the optimized hardware-conscious parallel radix
join (PRO) [5]. We choose these baselines as they are widely
used and clearly show the di�erences between their concepts in
DRAM and PMem, making our results applicable to variations of
both algorithms. For both hash joins, we evaluate three di�erent
variants via embedded performance counters. First, DRAM-only,
where all data resides in DRAM. Second, PMem-only, where both
input relations and the hash tables are stored in PMem. Third,
PMem-relations, where the two relations are located in PMem,
but the (partitioned) hash tables reside in DRAM.

We show that the number of writes is the deciding factor of
both joins’ overall performance in PMem. The NPO outperforms
the PRO by 1.7⇥ in PMem due to fewer writes. In DRAM, the PRO
outperforms the NPO, as DRAM-writes perform signi�cantly bet-
ter. Our measurements reveal the NPO’s and PRO’s PMem-only
variant to be 3.3-6.0⇥ and 5.5⇥ slower than their DRAM-only
counterpart. However, the hash joins’ PMem-relations variants,
where PMem is used as read-only memory for the two input re-
lations, reach competitive performance to the DRAM-only mode.
Their performance is slower by only 1.1⇥ for the NPO and 1.4⇥
for the PRO. Guided by our experimental analysis, we outline
crucial design goals for future PMem-aware hash joins.

With this paper, we make the following contributions. First,
we adapt two in-memory hash join implementations by Balkesen
et al. – the optimized no partitioning join (NPO) and the parallel
radix join (PRO) – to PMem. Second, we evaluate both algorithms
in DRAM and PMem. Third, we provide insights into key design
choices for PMem-aware hash join implementations.

2 IN-MEMORY HASH JOINS
There are two classes of in-memory hash joins: hardware-oblivious
implementations that are independent of the platform charac-
teristics and hardware-conscious approaches that exploit certain
platform features via tunable performance knobs [6]. Balkesen
et al. analyze whether hardware-oblivious hash joins are com-
petitive to �ne-tuned alternatives on modern hardware with
prefetching and out-of-order execution [5]. We evaluate whether
the authors’ �ndings hold when working in PMem by analyzing
the no partitioning join and the parallel radix join.

No Partitioning Join. Blanas et al. propose the no partition-
ing join as a parallel adaptation of the canonical hash join (see
Figure 1) [9]. It is independent of platform-speci�c parameters
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and operates without data partitioning. Besides, it splits both re-
lations, ' and ( , across multiple threads into equal-sized portions.
During the build phase, the threads populate a shared hash table
from ' and synchronize via a barrier 1 . In the probe phase, the
worker threads �nd join partners for their portion of ( in the
hash table that they access in a read-only fashion 2 .

Parallel Radix Join. Cache misses through random memory
lookups are a major drawback of hardware-oblivious joins [10].
Shatdal et al. �nd that partitioning the hash table into small cache-
sized chunks reduces cache misses [33]. The authors’ partitioned
hash join divides the input relations ' and ( with |' | < |( | into
partitions A8 and B 9 using hash partitioning. In the build phase, it
creates a separate hash table for each A8 partition that �ts into
the CPU cache. In the probe phase, it scans each B 9 partition and
probes the hash table for matching tuples. Since the partitions
reside in di�erent virtual memory pages, the hash join algorithm
su�ers from a large number of TLB misses [5].

Manegold et al. [27] propose the in-memory radix join, as
depicted in Figure 2. In the partition phase, it partitions the two
input relations ' and ( through a two-phase radix partitioning
with the hash functions ⌘1,1 and ⌘1,2, respectively 1 . After that,
the radix join builds the hash table over all A8 partitions of ' 2 . In
the probe phase, it scans all B8 partitions of ( and probes the corre-
sponding A8 hash tables to obtain the join matches. Consequently,
the radix join does ;>6( |' |) passes over the input relations '
and ( as the maximum fan-out of each pass is limited by the
CPU’s number of TLB entries. Another con�guration parameter
is the partition size. It should roughly align with the CPU’s cache
size [5]. Kim et al. propose the parallel radix join as an extension
for multi-core systems where the relations ' and ( are divided
into chunks and processed by individual threads [23].

3 PERSISTENT MEMORY
PMem is an emerging class of memory devices bridging the gap
between DRAM and �ash storage. It provides Byte-addressable
random access and data persistence. PMem’s bandwidth and
latency characteristics are comparable to DRAM’s, while its ca-
pacity is closer to that of �ash-based devices. Intel Optane DC
PMM DIMMs are available with larger capacities than DRAM
DIMMs and lower cost per GiB [18]. We use the terms PMem
and Intel Optane DC PMM interchangeably.

The CPU communicates with PMem via an integrated memory
controller at 64 Byte cache line granularity. However, Intel Op-
tane DC PMM DIMMs have an internal granularity of 256 Byte,
causing read and write ampli�cation for smaller access sizes. To
mitigate this, the DIMMs contain write-combining bu�ers that
bu�er adjacent writes before �ushing them [36]. In Table 1, we
show the peak bandwidth and latency for random data access of
DRAM and PMem. We observe that random read access in PMem
has a 2.4⇥ higher latency than in DRAM due to slower media
access. The latency of random writes is 5.3⇥ higher in PMem
than in DRAM. Consequently, algorithms should aim for writing
sequentially into PMem. PMem achieves 40% for reads and 19%
for write operations of DRAM’s peak bandwidth.

Table 1: Peak bandwidth and latency

READ WRITE

Bandwidth Latency Bandwidth Latency

DRAM 100 GiB/s 190 ns 70 GiB/s 170 ns
PMem 40 GiB/s 450 ns 13 GiB/s 900 ns

4 EXPERIMENTAL SETUP
In this section, we outline the implementations as well as work-
load and platform con�gurations for our evaluation.

Implementations.We adapt Balkesen et al.’s NPO (hardware-
oblivious) and PRO (hardware-conscious) to PMem [5].

DRAM-only. The DRAM-only implementation is the original
implementation by Balkesen et al. and serves as a baseline. We
generate both input relations ' and ( randomly and store them
together with all auxiliary data structures in DRAM.

PMem-only. In the PMem-only variant, both input relations '
and ( as well as the temporary data structures reside in PMem.
We replace all dynamic memory allocations with calls to a custom
PMem allocator. Our PMem allocator initially reserves consecu-
tive PMem space and returns pointers to PMem chunks of the
requested size. Only a negligible constant overhead of < 5MiB
stack space resides in DRAM regardless of the workload.

PMem-relations.The PMem-relations variant represents a trade-
o� between the DRAM-only and the PMem-only variants. It har-
nesses the limited, but fast DRAM for the hash joins’ probing
tables and the large but slower PMem for the input relations
' and ( . Since all random writes during radix partitioning or
probing the hash tables are targeted to DRAM, PMem is used in
a read-only fashion. The PMem-relations variant represents a
database system where data resides persistently in PMem, but
query processing happens in DRAM. The overall storage capacity
of the (in-memory) database system can exceed DRAM capacity
while maintaining a reasonable read bandwidth to the data.

Workload Con�guration.We use the workload by Blanas
et al. [9]. It entails a column-oriented storage model with h:4~,
?0~;>03i tuples, where :4~ and E0;D4 are each 8 Byte. The build
relation ' contains 16 ⇥ 220 (⇠ 16M, 256 MiB) tuples. The probe
relation ( contains 256 ⇥ 220 (⇠ 268M, 4096 MiB) tuples. The
uniformly distributed keys of ' and ( follow a foreign key rela-
tionship – every tuple in ( has exactly one join partner in '.

System Con�guration. We benchmark both hash joins on a
system with an Intel Xeon Gold 5220S CPU featuring 18 cores
at 2.7 GHz. The CPU’s L1, L2, and L3 cache sizes are 1.1 MiB,
18 MiB, and 24.75 MiB. The CPU comes with L1 TLBs (32 entries)
and a shared L2 TLB (1536 entries), utilizing 2 MiB pages. The
system has 6⇥ 128 GiB Intel Optane DC PMM 100 Series DIMMs
and 6⇥ 16 GiB DDR4 DRAM DIMMs. PMem is interleaved and
used in App Direct mode. The system runs on Ubuntu 20.04
LTS. We compile with g++ 9.3.0 and the -O3 optimization level.
We instrument our implementations with the Intel Performance
Counter Monitor [21]. Besides, we conduct three runs for each
experiment and show the arithmetic mean of the results.

5 EXPERIMENTAL EVALUATION
In this section, we analyze the NPO and the PRO in their DRAM-
based and PMem-based implementations. Figure 3 shows the
algorithms’ runtimes. We see that PMem-only variants perform
worse than the DRAM-based ones due to PMem’s decreased
read/write bandwidth. For the PMem-relations variant, we see
that it is slower in single-threaded execution but almost as fast
as DRAM-based variants in multi-threaded execution given the
favorable scaling of sequential PMem read access. In DRAM,
NPO and PRO perform very similarly. When moving to PMem,
the PRO performs considerably worse than the NPO because of
increased write access to PMem during partitioning. Due to the
di�erent performance characteristics of reads and writes, DRAM
optimizations for joins cannot be applied to PMem directly.
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Figure 3: Comparison of the runtime between single and
multi-threaded variants of NPO and PRO

5.1 Memory Access
In Figure 4, we study memory access patterns. Comparing the
amount of data read to and written from the memory controller
by the NPO (see Figure 4a), we observe that memory access is
dominated by read operations. The absence of write accesses is
why the NPO outperforms the PRO in PMem. Write operations
to PMem have signi�cantly lower bandwidth and higher latency
than to DRAM. The NPO performs write operations only for the
smaller relation – to create the probing table. Since the size of
both input relations di�ers by a factor of 16, the probing phase’s
read operations dominate the overall runtime.

In contrast, the PRO needs to perform multi-pass partitioning
for both relations before joining them, writing the relations to
PMem twice. In Figure 4b, we see that the PRO writes almost
10 GiB to the memory controller during the partition phase while
the NPO writes less than 1.5 GiB. The additional data written to
the memory controller is the bottleneck of the PRO.

The memory access pattern of the PMem-relations variant
di�ers only slightly from that of the DRAM-only implementa-
tion. Figure 4 reveals that no data is written to PMem since it
is used in read-only mode. Sequentially reading both input rela-
tions from PMem in the NPO accounts for only 15% of all read
operations, limiting the impact of PMem’s lower bandwidth and
higher latency on the overall execution time. However, during
the PRO’s �rst partitioning pass, the relations are read twice
– once for calculating the histogram and once for partitioning
the data. Consequently, the amount of data read from PMem is
doubled. In the PMem-relations implementation of the PRO, 35%
of read accesses are served from PMem, which leads to a 40%
increase in the overall runtime compared to DRAM.

In conclusion, for the sequential read operations of both in-
memory hash join algorithms, PMem performs close to DRAM.
However, when writing during the hash joins, PMem performs
worse due to its asymmetric bandwidth characteristics (see Ta-
ble 1). While DRAM’s bandwidth is 2.5⇥ higher than PMem’s for
read accesses, it is 5.5⇥ higher for write operations.

(a) NPO (b) PRO
Figure 4: Amount of data read from and written to the

memory controller

(a) NPO (b) PRO
Figure 5: Speedup achieved through multi-threading

compared to single-threaded executions

5.2 Thread Scalability
In Figure 5, we study the thread scaling behavior of both hash
joins. All NPO implementations achieve a noticeable speedup
by utilizing multiple threads (see Figure 5a). With 18 threads,
the PMem-relations variant achieves the highest speedup of
9.3⇥, considerably reducing the performance gap between the
DRAM-only and PMem-relations implementations compared to
the single-threaded execution. In the single-threaded execution,
the PMem-relations variant takes 38%more time than the DRAM-
only version. With 18 threads, the remaining runtime overhead
of the PMem-relations variants decreases to only 6%.

During the single-threaded execution, the performance is
bound by the bandwidth of sequential reads from PMem. Since
sequential PMem reads scale better than random DRAM writes,
the bottleneck shifts towards the bandwidth of random writes to
DRAM when utilizing more threads. Since the bottleneck of the
DRAM-only variant is the same, their runtimes converge.

The NPO’s PMem-only variant has a lower peak speedup
of 6.3⇥ than its DRAM-only variant at 7.2⇥, leading to a higher
performance gap when utilizing the entire CPU’s compute power.
Up until 18 threads, though, all variants show desirable multi-
threading scaling. Since the NPO is read-dominant, we observe
that it bene�ts from parallelization in PMem and DRAM.

Regarding the PRO’s thread scaling behavior, we notice a sig-
ni�cant speedup of the PMem-relations and DRAM-only variants
(see Figure 5b). At the highest CPU utilization with 18 threads,
both implementations achieve a speedup of 8.1⇥ and 7.3⇥, respec-
tively, compared to the single-threaded execution. The perfor-
mance improvements of thread scaling in the PMem-only variant
are signi�cantly lower. With 8 threads, it reaches a speedup of
merely 3⇥ – without any considerable increase upwards. We
observe the maximum speedup of 3.2⇥ with 16 threads.

The PRO’s partitioning phases are dominated bywrite accesses
to PMem to re-partition both input relations. Recent studies show
that PMemwrites quickly su�er from over-saturation when using
numerous threads [13, 36]. However, since multiple threads do
not negatively a�ect PMem and DRAM read operations, the
DRAM-only and PMem-relations implementations do not re�ect
this behavior. Write operations, thus, impose a disadvantage for
the PRO in PMem. In conclusion, when employing the PRO in
PMem, few parallel threads are su�cient to achieve close to
optimal performance during the partitioning phase.

5.3 Data Partitioning vs. RandomWrites
In Figure 6, we analyze the NPO’s and the PRO’s performance for
a workload with equal-sized relations. If both relations have the
same size, the probing table becomes larger, and the NPO incurs
more random write accesses. Although both input relations have
the same size, building a probing table requires more time than

370



Figure 6: Runtime for workload with equal-sized relations

probing a relation of the same size. We observe a drastic decline
in NPO’s performance, caused by a slower build phase.

The performance bene�t of the PRO mainly originates from
the partition phase. It enables the join operation to bene�t from
high cache utilization. However, as a fundamental premise, par-
titioning the input relations has to perform quicker than build-
ing the probing table from an unpartitioned relation. In order
to investigate whether building a probing table of a relation is
inherently slower than partitioning the relation, we conduct a
micro-benchmark comparing their write access patterns.

We initially allocate a contiguous chunk of values with a total
size of 2 GiB. A value is 8 Bytes long, resembling a h:4~, ?0~;>03i
tuple where :4~ and E0;D4 is each 4 Byte. First, to mimic the ac-
cess pattern of building a probing table, we write each value
exactly once but in random order. Without collisions, we assume
the best-case scenario of a uniform distribution in the probing
table. Second, to emulate the access pattern of data partition-
ing, we divide the array into # partitions. The data is written
sequentially inside each partition. However, the order in which
partitions are written in each iteration is random.

In Figure 7, we study the write bandwidth of DRAM and PMem.
Dashed lines represent the write bandwidth of random writes
at 2 GiB/s for DRAM and 0.3 GiB/s for PMem. Solid lines depict
the bandwidth of data partitioning, which highly depends on
the number of partitions. With only one partition, we measure
the performance of sequential writes to be 13.8 GiB/s for DRAM
and 2.6 GiB/s for PMem. Therefore, applying data partitioning to
mitigate random write overhead remains viable in PMem.

The cores on our system have ten write bu�ers [19]. Con-
sequently, a core can combine 8 Byte writes into 64 Byte ones
without switching the cache line for up to ten partitions. Starting
at 8 to 16 partitions, the write bandwidth decreases gradually.
Beginning at 32 partitions, the number of partitions reaches the
number of entries in the L1 TLB. After this point, TLB misses
become more frequent and negatively impact the performance.
More partitions further reduce the bandwidth until it converges
to the minimum bandwidth of random writes.

To enable high cache utilization during the join phase, each
partition must be small enough to �t into the core-local cache.
When an input relation becomes too big, partitioning cannot be
conducted e�ciently. Therefore, the PRO introduces multi-pass
partitioning, which reduces the number of partitions.

6 DISCUSSION
We observe that adapting a DRAM-optimized hash join to PMem
does not automatically yield the best performance. Our results
show that writes to PMem constitute the central performance
bottleneck in PMem-based hash joins. Due to PMem’s read/write
asymmetry, slower and limited writes negatively impact perfor-
mance more than in DRAM. Future PMem-aware hash joins must

Figure 7: Write bandwidth (solid lines: data partitioning,
dashed lines: random writes)

put a focus on optimizing the build phase to achieve better perfor-
mance, e.g., by adopting published DRAM optimizations [29, 32].
One idea is to perform only one partition pass or bu�er before
writing to PMem. The partitioning concepts of the PRO can fur-
ther be incorporated to avoid low random write performance
as the hash table stays in each CPU’s cache without entailing
random �ushes to PMem. A precondition for this is to not have
any PMem-resident data in the caches before building the tables
since that would cause random cache evictions to PMem.

Performing another write phase before building the hash table
is unnecessary if the build side is small. While the additional
partitioning pays o� in DRAM, it does not in PMem. To improve
the performance of partitioning in PMem, in-memory hash joins
should improve write accesses for small sequential blocks (e.g.,
by varying the store operations and the size of �ushed blocks). It
requires optimizing for the case that sequential PMem bandwidth
drops for more than 8 threads. While the probe phase can scale
to many threads, the build side’s thread scaling behavior is upper
bounded. Consequently, more �ne-grained thread scaling in the
build phase may yield further performance gains.

Recent work shows that radix partitioned hash joins often do
not perform better than their non-partitioned counterparts in
real-world main memory database systems [7]. To understand
how PMem is most e�ciently utilized in modern database sys-
tems, future work should further investigate PMem-aware hash
joins in the context of larger systems and more workloads.

7 CONCLUSION
In this paper, we adapt two in-memory hash joins to PMem:
the NPO, a hardware-oblivious join, and the PRO, a hardware-
conscious algorithm. We benchmark the two hash joins in PMem
and DRAM to show their performance characteristics on both
memory technologies and re-evaluate whether common wisdom
on optimized implementations applies to PMem.

We show that the number and type of writes to PMem is the
deciding factor for both hash joins’ performance. Although the
PRO outperforms the NPO in DRAM, it does not in PMem. Due
to fewer write operations, the NPO performs up to 1.7⇥ better
than the PRO. Furthermore, we demonstrate that the PMem-
relations variants of NPO and PRO, where PMem is used in a read-
only mode, reach competitive performance to their respective
DRAM-only implementations. Storing the relations in PMem
enables joining signi�cantly larger tables, as DRAM is not used
for storage. Since di�erent memory technology characteristics
impact hash join performance, we provide insights for designing
future PMem-optimized hash join implementations.
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