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ABSTRACT
Personalized social media offer communication opportunities
that mass media could not afford, yet also raise novel challenges.
A prime challenge arising from this shift in digital communication
is to detect topics and events of interest. In this paper, we propose
and deploy a novel Deep Learning architecture that predicts if a
news topic becomes viral by analyzing social media diffusion and
audience interest in current news events. The proposed solution:
(i) analyzes news articles, (ii) extracts associated topics and
events, (iii) matches the topics and events to filter and extract
developing topics, (iv) extracts current events from Twitter
and matches them to the filtered news topics, and (v) predicts
audience interest in news topics using Twitter likes and retweets.
We employ several feature engineering techniques to improve
prediction by integrating user metadata into the training set. In
our experiments, we correlate two datasets collected over several
months in the same time period. The first dataset contains news
articles collected from different news venues, while the second
one contains tweets regarding the news. The experimental results
from our real-world deployment prove that the proposed system
achieves high accuracy when integrating influencers metadata
and the day of theweek. Thus, proving that the news topics virality
prediction is improved under the assumptions that spreaders and
the day of the week play a huge role in information diffusion.

KEYWORDS
audience interest prediction, social media, news diffusion, topic
modeling, event detection, neural networks

1 INTRODUCTION
The internet age has brought new ways of sharing information
that changed the way the general public consumes media content.
Physical newspapers moved to a digital form in a few years. With
this migration to the virtual world, the number of news sources
increased, and consumers gained a wide variety of options from
where to choose their daily news using their preferred content.
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Users have two methods at their disposal to stay up to date with
current news events:

(1) buy a subscription to news publisher that provides in-app
or email news content, or

(2) follow the content of news outlets or influencers on social
media [30], where influencers are users that manage to
sway a target audience.

An emerging and growing social media platform is Twitter.
Twitter provides users a venue where they can share their
thoughts, discuss, and forward various kinds of information [29].
The subjects are diverse, from daily local events to important
global issues. The ever-growing number of users around the
world tweeting makes Twitter a valuable source for real-time
information. Thus, many consumers spend time on their news
feeds to catch up with everything around them.

News outlets and publishers also embraced Twitter to update
followers by regularly posting tweets that contain short news
headlines and including direct links to full articles. Thus, news
outlets reach large audiences and increase their reader base. Yet,
to predict the audience’s interest in a news topic, we should
determine the underlying social structures and relationships
between Twitter users [14], and utilize the network graph
structure modelling the relationships between members of
different social groups [18]. Nodes in a group’s center are called
influencers as they have a huge role in spreading the information.
Nodes that like or retweet content are known as spreaders, as
they propagate the information further in the network.

Our proposed solution is motivated by the recent negative
impact viral Fake News has on society at large and the current
need for systems that can help in stopping the viral spreading of
such news. Knowing the veracity, determining the propagation
patterns, and predicting the influence of news articles in social
media, new strategies for mitigating harmful misinformation
can be developed. Thus, the main objective of this paper is to
determine if a news topic becomes viral on social media. We
tackle this issue by predicting the audience in order to facilitate
the development of new network immunization strategies.

The research questions we are trying to answer are:

(Q1) Do the current events presented in mass media also gain
traction on social media?

(Q2) Does the diffusion of news articles on social media
influence the trending topic of current events?
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(Q3) Can we predict the audience interest in a news topic by
analysing the retweets and likes received by news articles
belonging to the topic on social media?

(Q4) Does the network-related metadata improve the audience
interest prediction?

To answer (Q1) and (Q2), we first extract the news topics using
Non-Negative Matrix Factorization (NMF) [2] and the news events
using Mention-Anomaly-Based Event Detection (MABED) [15].
Second, we correlate the news topics and news events to extract
trending news topics by employing the cosine similarity. Finally,
we extract Twitter events also using MABED. For answering
(Q1), we analyze the correlation results of trending news topics
→ Twitter events. Whereas, for answering (Q2), we analyse the
reverse correlation results, i.e., Twitter events→ trending news
topics.

To answer (Q3), we consider that the correlated < trending
news topics, Twitter events > pair reveals insights in the audience
interest through likes and retweets. Thus, we train two Deep
Learning models on the Twitter events to predict their likes and
retweets on Twitter. The high accuracy of the models proves
that we can correctly predict the audience interest in trending
news topics using social media information and determine if they
become viral.

Finally, to answer (Q4), we enhance the training dataset with
metadata containing information regarding each tweet’s author
and its number of followers as well as the day of the week when
the tweet was posted online. We base this approach on two
assumptions. First, that influencers (users with a high number
of followers) have a huge role in spreading the information and
making news articles topics viral. Second, that user behaviour
posting patterns, as well as media consumption, are influenced
by the day of the week, as also empirically proven in [3]. We
retrain our Deep Learning models and manage to obtain better
accuracy results, thus showing that the assumptions stand for
our use case.

We use Twitter’s graph structure to extract events and to
predict the audiences’ interest by analyzing the textual and
metadata content (e.g., retweets, likes, user followers, etc.) of
each post. Thus, we propose and deploy a novel architecture that
incorporates topic modeling, event detection, and Deep Learning
classification. Our system:

(1) analyzes news articles,
(2) extracts their topics and associated events,
(3) matches these topics and events to filter and extract

developing topics,
(4) extracts current events from Twitter and matches them

with the filtered news topics, and
(5) predicts audience interest in the news topics using Twitter

likes (formally known as favorites) and retweets by
enhancing the dataset with metadata, i.e., the tweet author
and its number of followers, as well as the day when the
tweet was posted.

The novelty of our proposed architectures is threefold:

(1) we correlate and discover new insights between the
relation of trending news topics and Twitter events in both
directions, i.e., trending news topics→ Twitter events and
Twitter events→ trending news topics;

(2) we manage to create accurate models that predict the
audience interest in trending news topics on social media
and determine if they become viral;

(3) we improve the model’s performance by incorporating
in our document embeddings and learning models the
assumption that influencers play an important role in the
spreading as well as the day when the tweet was posted,
thus making trending news topics to become viral.

Experimental results show that all trending news topics are
correlated to at least one Twitter event, whereas the reverse is not
true. Furthermore, we obtain better audience interest prediction
by enhancing the dataset with metadata.

The rest of this paper is structured as follows. Section 2
presents a survey of state-of-the-art-methods for analyzing news
diffusion on social media. In Section 3, we discuss the models and
techniques used in our deployed solution. Section 4 presents the
architecture of our system and discusses each module in detail.
Section 5 showcases and discusses the obtained results. Lastly,
in Section 6 we conclude and we present several new directions
and improvements for the proposed solution.

2 RELATEDWORK
Online media content shapes people’s perceptions regarding
ongoing social, political, and economical changes around them.
In the literature, the relevance of the story selection correlated
to a specific audience, done by editors or by algorithms, has
been analyzed to find better ways to get news online and explore
the relationships that exist between individuals’ characteristics
and their interests. The results show that the audience’s interest
can be determined by context-specific characteristics [34].
Furthermore, the prediction of the audience’s interest in a news
topic can help publishers to create recommendation systems for
social platforms that leverage tailor-made latent features [5].

One solution for building better recommendation systems
for targeting the interested audience proposes to analyse the
content of posts to detect bursty topics. The analysis predicts
the emergence of current events that are of interest to multiple
groups of people who discuss and share the content online [1,
15, 31]. Furthermore, community-based probabilistic algorithms
can be used to model the spreading of news events on social
networks [25]. Therefore in this paper, we use event detection
techniques to match news topics with news events and extract
trending news topics. Then, we correlate the trending news topics
with Twitter events using the same time frame to determine the
spread of current news topics on the social media platform and
determine viral topics.

The visibility of news on social media also depends on the
actions of a diverse set of actors, e.g., the users, their friends,
content publishers such as news organizations, advertisers, and
algorithms [33]. Thus, we propose a new feature construction
method that incorporates metadata into the features of the
training set.

Deep Learning architectures have been successfully used for
predicting the trend of stocks [19], financial time series [28],
marketing [26], etc. Deep Learning architectures have also
been used to predict information diffusion in social media.
Recurrent Neural Networks (RNN) architecture is a popular
deep learning-based model used to model information diffusion,
obtaining promising performance. In [36], the authors explore
the advantages of using an RNN-based model enhanced
with reinforcement learning in order to predict information
diffusion in social media. In their work, they tackle diffusion
prediction both at the user level (microscopic), i.e., the next
influenced user, and at the network level (macroscopic). The
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proposed solution, FOREST (reinFOrced REcurrent networks
with STructural context), consists of two models: the microscopic
and macroscopic cascade models. The microscopic model
employs a Gated Recurrent Unit architecture and a structural
context extraction algorithm based on neighborhood sampling.
This model is fed to the macroscopic model that also applies
a reinforcement learning based cascade simulation process.
For experiments, they used three datasets, each from different
social media platforms. FOREST is compared with other
state of the art solutions that employ Long Short-Terms
Memory, attention layers, and Convolutional or Recurrent Neural
Nentwork architectures. The authors use the Mean-Square Log-
Transformed Error (MSLE) metric for comparison. FOREST
outperforms all the baseline solutions. In comparison with our
work, FOREST does not detect news topics and does not analyze
from this point of view the spread of information. Also, their
models ignore the timestamp information. A similar solution
to [36] that, in contrast, considers the temporal information, but
which still does not address audience prediction on particular
topics, is proposed in [6]. Their proposed method, called CasCN
(Recurrent Cascades Convolutional Networks), is also based
on an RNN architecture. CasCN predicts cascades through
learning the latent representation of both structural and temporal
information.

To the best of our knowledge, there are no current solutions
that connect news articles and social media events in order to
predict the spread of certain news topics in social media. To
address this shortcoming, we analyze both news articles and
tweets in order to correlate the events from the two type of
sources and employ Deep Learning architectures together with
our feature engineered training set for an accurate audience
interest prediction on particular news topics.

3 METHODOLOGY
In this section, we discuss the core components of our solution.

3.1 TermWeighting Schemes
In Information Retrieval and Text Mining, a weighting scheme
is a statistical measure to evaluate how important a term is to a
document in a collection or corpus. Weighting schemes are the
basis for many document vectorization techniques, such as the
vector space model where each feature is a word (term), and the
feature’s value is a term weight.

For a corpus of documents𝐷 = {𝑑1, 𝑑2, ..., 𝑑𝑛}, where 𝑛 = | |𝐷 | |
is the total number of documents in the dataset, a document 𝑑𝑖
is defined as a sequence of terms 𝑡𝑖 𝑗 , 𝑑𝑖 = {𝑡𝑖1, 𝑡𝑖2, ..., 𝑡𝑖𝑚} where
𝑚 is the length of the vocabulary. The vocabulary is the set of
distinct words that appear in the corpus of documents. The term
frequency 𝑇𝐹 (𝑡𝑖 𝑗 , 𝑑𝑖 ) of a term 𝑡𝑖 𝑗 is equal to the number of co-
occurrences of that term in a document 𝑑𝑖 (Equation (1)).

𝑇𝐹 (𝑡𝑖 𝑗 , 𝑑𝑖 ) = 𝑓𝑡𝑖 𝑗 ,𝑑𝑖 (1)

The inverse-document frequency 𝐼𝐷𝐹 (𝑡𝑖 𝑗 , 𝐷) is a statistical
measure of the importance of a term in a text document collection
(Equation (2)), where 𝑡𝑖 𝑗 is the term,𝐷 is the corpus of documents,
𝑛 = | |𝐷 | | is the number of documents in the corpus, and 𝑛𝑖 𝑗 is
the number of documents where term 𝑡𝑖 𝑗 appears. Terms with a
low document frequency add more information than terms with
a high frequency. Thus, the more frequently the term appears in
the collection, the less informative the term is.

𝐼𝐷𝐹 (𝑡𝑖 𝑗 , 𝐷) = log2
𝑛

𝑛𝑖 𝑗
(2)

Term frequency-inverse document frequency
(𝑇𝐹𝐼𝐷𝐹 (𝑡𝑖 𝑗 , 𝑑𝑖 , 𝐷)) is a statistical measure used to determine the
importance of a word regarding its frequency in a document
relative to the entire corpus. The term importance is proportional
to the number of times a word appears in the document, although
it is counterbalanced by the frequency of that word in the corpus
(Equation (3)).

𝑇𝐹𝐼𝐷𝐹 (𝑡𝑖 𝑗 , 𝑑𝑖 , 𝐷) = 𝑇𝐹 (𝑡𝑖 𝑗 , 𝑑𝑖 ) · 𝐼𝐷𝐹 (𝑡𝑖 𝑗 , 𝐷) (3)
The normalized term frequency-inverse document frequency

𝑇𝐹𝐼𝐷𝐹𝑁 (𝑡𝑖 𝑗 , 𝑑𝑖 , 𝐷) (Equation (4)) uses the ℓ2-norm (Equation (5))
to normalize the values of 𝑇𝐹𝐼𝐷𝐹 (𝑡𝑖 𝑗 , 𝑑𝑖 , 𝐷), for each term 𝑡𝑖 𝑗 in
each document 𝑑𝑖 , in the [0, 1] interval.

𝑇𝐹𝐼𝐷𝐹𝑁 (𝑡𝑖 𝑗 , 𝑑𝑖 , 𝐷) =
𝑇𝐹𝐼𝐷𝐹 (𝑡𝑖 𝑗 , 𝑑𝑖 , 𝐷)

ℓ2 (𝑑𝑖 )
(4)

ℓ2 (𝑑𝑖 ) =
√ ∑

𝑡𝑖 𝑗 ∈𝑑𝑖

(
𝑇𝐹𝐼𝐷𝐹 (𝑡𝑖 𝑗 , 𝑑𝑖 , 𝐷)

)2 (5)

Using the weights, we construct document-term matrices
𝐴 ∈ R𝑛×𝑚 to describe the frequency of terms that occur in the
dataset. By considering this representation, rows correspond to
documents and terms to columns.

3.2 Topic Modeling
Topic modeling is a statistical unsupervised machine learning
method used to extract hidden latent semantic patterns within
a corpus of documents. Topic modeling algorithms use either
statisical models, i.e., Probabilistic Latent Semantic Indexing
(PLSI) [17], generative statistical models, i.e., Latent Dirichlet
allocation (LDA) [4], or matrix factorization, e.g., Non-Negative
Matrix Factorization (NMF) [2], Latent Semantic Analysis [9]
(LSA). Experimental results prove that NMF is the best choice for
extracting topics [7].

Non-Negative Matrix Factorization. NMF is an algorithm that
factorizes a matrix 𝐴 ∈ R𝑛×𝑚 into two non-negative matrices
𝑊 ∈ R𝑛×𝑘 and 𝐻 ∈ R𝑘×𝑚 . In the case of topic modeling, the
matrices have the following signification:

(1) 𝐴 is a document-term matrix constructed using weighted
term frequencies for a corpus containing 𝑛 documents and
a vocabulary of size𝑚 terms;

(2) 𝑊 is the document-topic matrix that assigns a document
membership to each topic 𝑘 ;

(3) 𝐻 is the topic-term matrix that assigns to each topic 𝑘 the
importance of a term.

To determine𝑊 and 𝐻 , the objective function 𝐹 (𝑊,𝐻 ) must
be minimized by respecting the constraint that all the elements
of𝑊 and 𝐻 are non-negative. Equation (6) presents the objective
function, where | | · | |𝐹 is the Frobenius norm.

𝐹 (𝑊,𝐻 ) = | |𝐴 −𝑊𝐻 | |2𝐹 =

𝑛∑
𝑖=1

𝑚∑
𝑗=1
(𝐴𝑖 𝑗 − (𝑊𝐻 )𝑖 𝑗 )2 (6)

Tominimize the objective function (Equation (7)), the values of
𝑊 and𝐻 are updated iteratively (with 𝑡 the index of the iteration)
until they stabilize (Equation (8)).

min
𝑊 ≥0,𝐻 ≥0

𝐹 (𝑊,𝐻 ) = min
𝑊 ≥0,𝐻 ≥0

| |𝐴 −𝑊𝐻 | |2𝐹 (7)
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𝐻𝑡+1
𝑖 𝑗 ← 𝐻𝑡

𝑖 𝑗

((𝑊 𝑡 )𝑇𝐴)𝑖 𝑗
((𝑊 𝑡 )𝑇𝑊 𝑡𝐻𝑡 )𝑖 𝑗

𝑊 𝑡+1
𝑖 𝑗 ←𝑊 𝑡

𝑖 𝑗

(𝐴(𝐻𝑡+1)𝑇 )𝑖 𝑗
(𝑊 𝑡𝐻𝑡+1 (𝐻𝑡+1)𝑇 )𝑖 𝑗

(8)

3.3 Information Diffusion
Information diffusion in social media studies the data propagation
to find events and forecast their spreading [13]. Event detection
is a subdomain of information diffusion that aims to discover
real-world events from the social media [38]. We choose Mention-
Anomaly-Based Event Detection (MABED) [15] as the Twitter
event detection algorithm. MABED is a statistical event detection
on social media method immune to the topic bias added by the
texts unrelated to the event.

Mention-Anomaly-Based Event Detection. MABED is an
efficient method for event detection that filters irrelevant content
and successfully removes spam messages with no actual intent,
posted around certain hours.

To identify a bursty topic and detect an event for a period of
time 𝐼 = [𝑎;𝑏] and a main word 𝑡 (event label) with MABED,
a weight 𝑤𝑡 ′𝑞 is computed for each candidate word 𝑡 ′𝑞 (event
keywords) in the time slice 𝑖 (Equation (9)). The weight is
computed using the affine function 𝜌𝑂𝑡,𝑡′𝑞

(Equation (10)) that
corresponds to the first order auto-correlation of the time-series
for 𝑁 𝑖

𝑡 (number of tweets in the time-slice 𝑖 that contain the main
word 𝑡 ) and 𝑁 𝑖

𝑡 ′𝑞
(number of tweets in the time-slice 𝑖 that contain

the candidate word 𝑡 ′𝑞 ) [12].

𝑤𝑡 ′𝑞 =

𝜌𝑂𝑡,𝑡′𝑞
+ 1

2
(9)

𝜌𝑂𝑡,𝑡′𝑞
=

∑𝑏
𝑖=𝑎+1𝐴𝑡,𝑡 ′𝑞

(𝑏 − 𝑎 − 1)𝐴𝑡𝐴𝑡 ′𝑞
(10)

Where:
(1) 𝐴𝑡,𝑡 ′𝑞 = (𝑁 𝑖

𝑡 − 𝑁 𝑖−1
𝑡 ) (𝑁 𝑖

𝑡 ′𝑞
− 𝑁 𝑖−1

𝑡 ′𝑞
);

(2) 𝐴2
𝑡 =

∑𝑏
𝑖=𝑎+1 (𝑁 𝑖

𝑡 −𝑁 𝑖−1
𝑡 )2

(𝑏−𝑎−1) ;

(3) 𝐴2
𝑡 ′𝑞

=

∑𝑏
𝑖=𝑎+1 (𝑁 𝑖

𝑡′𝑞
−𝑁 𝑖−1

𝑡′𝑞
)2

(𝑏−𝑎−1) .

3.4 Text Representation using Embeddings
Before using machine learning models for classification,
prediction, or clustering, the documents must be transformed
from textual data to numerical data.

Word Embedding. The Word to Vector model (Word2Vec) is
a shallow neural architecture that produces a vector space for
a textual dataset using the values of the neural network hidden
layer [27]. There are two approaches proposed in the literature:

(1) Continuous Bag-Of-Wordsmodel (CBOW)which accounts
for the textual dataset vocabulary and represents
documents as a set of continuous word-multiplicity pairs.
The input to the hidden layer connections is replicated by
the number of context words, and the context is preserved
through the use of multiple words that target a given word.

(2) Skip-gram model which represents documents as
sequences of words with gaps between them. The input to
the neural network is the target word, and the output layer
is replicated multiple times to accommodate the chosen

number of context words. Thus, this model manages to
embed in the word representation its linguistic context.

The twomodels mirror each other while both preserve context.
The CBOW model uses multiple neighbouring words to preserve
the context for a target word, while the Skip-gram model uses a
word to preserve the context for multiple targeted neighbouring
words.

Document Embedding.
The Document to Vector (Doc2Vec) model learns continuous

distributed vector representations for textual data [23]. The
text dimension may vary from phrases and sentences to large
documents. The model is similar to the Word2Vec model which
maps words into the vector space maintaining the semantic
similarities by using a given word’s context. There are two
approaches in the literature [23]:

(1) The Paragraph Vectors Distributed Memory (PVDM)
model [23] extends the CBOW architecture by mapping
each document to a vector via an additional document-to-
vector matrix and concatenating this vector to the word
vectors in order to predict the central word.

(2) The Paragraph Vectors Distributed Bag of Words
(PVDBOW) predicts the central word using the same
mechanism as PVDM model but does not preserve the
word order and ignores the context.

Similarity. Using word or document embeddings together with
the cosine similarity [24], the semantic similarity between two
words or documents can be computed [20]. This method assumes
that two embeddings have a non-zero norm and measures their
orientation instead of their magnitude, as in the case of the
Euclidean distance. Equation (11) presents the cosine similarity
for two 𝑝-dimensional vectors 𝑥 and 𝑦.

𝑐𝑜𝑠 (𝜃 ) =
∑𝑝

𝑖=1 𝑥𝑖 · 𝑦𝑖√∑𝑝

𝑖=1 𝑥
2
𝑖
·
√∑𝑝

𝑖=1 𝑦
2
𝑖

(11)

3.5 Deep Learning Architectures
Artificial neural networks (ANNs) use processing units to predict
an output 𝑦 ∈ R𝑛×𝑘 for an input dataset 𝑋 ∈ R𝑛×𝑚 . For the
given input containing feature vectors 𝑥𝑖 ∈ 𝑋 , the processing
unit will try to predict an output 𝑦𝑖 = 𝛿 (∑𝑚

𝑗=1 (𝑤𝑖 𝑗 · 𝑥𝑖 𝑗 ) + 𝑏)
using a weight vector𝑤𝑖 𝑗 , the bias 𝑏, and the activation function
𝛿 (·). The activation function has different forms depending on
the processing unit (Table 1).

Table 1: Activation functions

Name Function
Sigmoid 𝛿 (𝑧) = 𝜎𝑔 (𝑧) = 1

1+𝑒−𝑧
Hyperbolic 𝛿 (𝑧) = tanh(𝑧) = 𝑒𝑧−𝑒−𝑧

𝑒𝑧+𝑒−𝑧
ReLU 𝛿 (𝑧) = max(0, 𝑧)
Softmax 𝛿 (𝑧) = 𝑒𝑧∑𝑚

𝑖=1 𝑒
𝑧𝑖

(𝑚 = 𝑑𝑖𝑚(𝑧))

To accurately predict the output 𝑦, the ANN models minimize
the loss or cross entropy function (Equation (12)) by adjusting
the weights after a specified finite number of iterations or when
the function stabilizes.

𝐿(𝑦,𝑦) = −(𝑦 log𝑦 + (1 − 𝑦) log(1 − 𝑦)) (12)
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Stochastic gradient descent (SGD) (Equation (13)) is used
to update the weight vector at iteration 𝑡 using the weights
computed during the previous iteration. Equation (14) presents
the weigths update function, where 𝜂 is the global learning rate
and 𝛼 ∈ [0; 1] is the exponential decay factor.

𝛾𝑡 = ▽𝒘 (𝑡 ) 𝐿(𝑦,𝑦) (13)

△𝒘 (𝑡 ) = 𝛼 △𝒘 (𝑡−1) − 𝜂𝛾𝑡 (14)
ADAGRAD is a method used to improve SGD by increasing

the learning rate when the 𝒘 weight vectors are sparse [11].
Equation (15) presents update rule used by ADAGRAD, where
| |𝛾 | |2 is the ℓ2-norm of all previous gradients on a per-dimension
basis.

△𝒘 (𝑡 ) = − 𝜂

| |𝛾 | |2
𝛾𝑡 (15)

ADAGRAD has two problems :
(1) the continual decay of learning rates throughout training,

and
(2) the need for a manually selected global learning rate.
ADADELTA [39] solves these two problems by using the Root

Mean Square (𝑅𝑀𝑆) to update the weights (Equation (16)).

△𝒘 (𝑡 ) = −𝑅𝑀𝑆 [△𝒘]𝑡−1
𝑅𝑀𝑆 [𝛾]𝑡

𝛾𝑡 (16)

Two Deep Learning Architectures used successfully in
classification [21] are Multi-Layer Perceptron and Convolutional
Neural Network.

Multi-Layer Perceptron. One of the basic processing units is
the perceptron, which maps its input 𝑥𝑖 to a single binary value
𝑦𝑖 ∈ {0, 1}. The perceptron can generalizes naturally to a multi-
class perceptron to predict 𝑦 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦 𝑓 (𝑥,𝑦) · 𝒘 by using a
feature representation function 𝑓 (𝑥,𝑦) that maps each possible
input/output pair to a finite-dimensional real-valued feature
vector and multiplies it by a weight vector𝒘 .

The Multi-Layer Perceptron (MLP) is a feed-forward ANN
architecture that stacks perceptron units into three fully
connected weighted directed layers:

(1) the input layer,
(2) the hidden layer, and
(3) the output layer.
The MLP becomes a Deep Feed-Forward Neural Network

architecture by adding multiple hidden layers
Convolutional Neural Network. A Convolutional Neural

Network (CNN) is an ANN architecture similar to theMLP, except
it contains multiple hidden layers. These hidden layers consist of
a series of convolutional layers that apply a filter to the activation
function. They include the following types of layers: pooling, fully
connected, and normalization layers. The pooling layer is used
to reduce the dimensions of the data by combining the outputs
of one layer into a single neuron in the next layer.

3.6 Evaluation Methods
Multi-class classification models assign a data point to one and
only one non-overlapping class 𝑐𝑖 (𝑖 = 1, 𝑘) [32]. To evaluate
the quality of the model we can use the average accuracy
(Equation (17)) where:
• 𝑇𝑃𝑖 (True Positive) is the number of data points correctly
classified with class 𝐶𝑖 ;

• 𝐹𝑁𝑖 (False Negative) is the number of data points
incorrectly classified with a class 𝐶 𝑗 ( 𝑗 ≠ 𝑖);
• 𝐹𝑃𝑖 (False Positive) is the number of data points incorrectly
classified with class 𝐶𝑖 ;
• 𝑇𝑁𝑖 (True Negative) is the number of data points correctly
classified with a class 𝐶 𝑗 ( 𝑗 ≠ 𝑖).

𝐴 =
1
𝑘

𝑘∑
𝑖=1

𝑇𝑃𝑖 +𝑇𝑁𝑖

𝑇𝑃𝑖 + 𝐹𝑁𝑖 + 𝐹𝑃𝑖 +𝑇𝑁𝑖
(17)

4 PROPOSED SOLUTION
Figure 1 presents the architecture of the proposed solution. The
architecture is modular and each module is described in the
following paragraphs. The code is publicly available on GitHub1.

4.1 Data Collection and Storage Modules
To collect the News corpus we have used two APIs (Application
Programming Interface): News River API2 and NewAPI3. News
River API returns the latest 100 news based on a given subject,
e.g., politics, brexit, etc. NewAPI is a public and free API for news
that contains news from many sources and can be configured to
request the latest 100 news from the most popular news publisher,
e.g., The New York Time, Reuters, The Washington Times, etc.
Although, NewsAPI provides multiple metadata about each news
article, e.g., title, description, online location, etc, the content
is reduced to the first paragraph. We developed a scrapper to
obtain the entire content of the article. To collect tweets, we
used the Twitter API to request tweets with specific keywords
and usernames. Besides the content of the tweet, we also store
likes, retweets, and creation time for each tweet. The datasets
are stored in a MongoDB4 database.

4.2 Preprocessing Modules
Text preprocessing is done differently depending on the task, i.e.,
Topic Modeling or event detection, and type of corpus, i.e., News
or Tweets. Thus, we create three preprocessed corpora:

(1) NewsTM with news articles for topic modeling,
(2) NewsED with news articles for event detection, and
(3) TwitterED with tweets for event detection.
To create the NewsTM corpus, we employ the following

perprocessing steps:
(1) extract named entities to treat them as concepts and not

as simple terms,
(2) extract lemmas to minimize the vocabulary and store only

the base root, and
(3) remove punctuation and remove stop words because they

do not add any information gain.
Both NewsED and TwitterED corpora are created using two

preprocessing steps:
(1) removal of punctuation, and
(2) tokenization.
We choose this simple preprocessing pipeline to replicate the

text preprocessing done originally for theMABED algorithm. The
preprocessing pipeline is implemented in SpaCy5. The results
are stored in the MongoDB database.
1https://github.com/cipriantruica/news_diffusion
2https://newsriver.io/
3https://newsapi.org/
4https://www.mongodb.com/
5https://spacy.io/
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Figure 1: Architecture

4.3 Topic Modeling Module
Topic modeling is used to create an overview of the current and
of interest subjects in the media. We use the NMF algorithm to
extract the main topics from the NewsTM corpus. A document-
term matrix is constructed from the NewsTM corpus after each
document is vectorized using the 𝑇𝐹𝐼𝐷𝐹𝑁 weight. We use the
Scikit-learn6 implementations for 𝑇𝐹𝐼𝐷𝐹𝑁 and NMF.

4.4 Event Detection Modules
For both news articles and tweets, we use the MABED algorithm
to detect trending topics.We enhance the NewsED and TwitterED
datasets with the creation time of each record. MABED detects
events defined by three characteristics:

(1) a set of main words,
(2) a set of related words, and
(3) the period of time when the topic is of interest.

We use the original implementaion of MABED7.

4.5 Trending News Module
To correlate the news topics to the news events, we use the
Doc2Vec model to encode the topic keywords (NewsTopic2Vec)
and the news events’ main and related terms (NewsEvent2Vec).
Using the cosine similarity (Equation (11)) implemented in SpaCy,
we score the match between each topic and each event. We
extract the best matches for each topic, and with the help of
each matching event, we determine how topics are diffused in
mass media.

4.6 Correlation Module
The news events are correlated to the Twitter events to determine
how current information is propagated on social media. As
in the case of the news event, we use Doc2Vec to encode
each Twitter events’ main and related terms into one vector
(TwitterEvent2Vec). We correlate the news and Twitter events
that appear in the same time interval and extract candidate
correlations. The cosine similarity implemented in SpaCy is used
to find the best matches from the candidate correlations. Using
this method we determine how news is propagated in social
media.

6https://scikit-learn.org/stable/
7https://github.com/AdrienGuille/pyMABED

4.7 Feature Creation Module
Using the Twitter events detected by the Correlation Module, we
extract the tweets that belong to each event. We consider that a
tweet is part of an event if both of the following conditions are
true:

(1) it was posted during the event’s period of time, and
(2) its textual content contains at least one main word and

20% of the related words.

An event is considered of interest if there are at least 10
records associated to it. We constructed a new sub-dataset
using this criteria. We encode each tweet belonging to an event
using Word2Vec on the tweet’s terms present in the vocabulary
containing the main and related terms of that event. We use
the Gensim8 Word2Vec implementation. We then create three
custom Doc2Vec embeddings for each tweet by averaging the
Word2Vecs as follows:

(1) SW_Doc2Vec: only Word2Vecs found in the pre-trained
model are considered in computing the document
embedding;

(2) RND_Doc2Vec: random vectors with values in the
range [−1, 1] for terms that are not found in the pre-
trained model are added before computing the document
embedding;

(3) SWM_Doc2Vec: Word2Vecs found in the pre-trained
model are multiplied by the word’s magnitude in the
context of the event before computing the document
embedding.

Before creating the datasets for predictions, we also
incorporate metadata into the representation of each record.
The metadata vector incorporates a one-hot-encoder vector that
embeds the author of each tweet, its number of followers, and
the day of the week. We added these features because it was
proven empirically that i) the number of followers influences
the propagation of news in social media [16], and ii) the media
consumption is influenced by the day of the week [3].

We also create a feature that represents the number of
followers, during the period of the event, for each user. The likes
and retweets classes used for predicting the events interest on
social media are constructed similarly to the feature that encodes
the user’s number of followers. Table 2 presents the encoding
for the number (#) of user followers, tweet likes, and retweets,
respectively.

8https://radimrehurek.com/gensim/
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Table 2: Features Encoding

Feature # < 100 # ∈ [100, 1 000] # > 1 000
followers 0 1 2
likes 0 1 2

retweets 0 1 2

4.8 Audience Interest Prediction Module
To predict the audience interest in a news topic, we analyze
the retweets and likes received by the tweets that discuss the
news articles belonging to that topic. We use two Deep Neural
Networks architectures for our prediction module:

(1) a Multi Layer Perceptron (Figure 2), and
(2) a Convolutional Deep Learning architecture (Figure 3).
The first architecture uses only perceptron units that can easily

generalize a wide variety of problems. The second architecture
uses a convolution layer and amax pooling layer.We use accuracy
to evaluate the networks’ performance and classification’s
quality.

4.9 Design choices
We decided to fetch the latest tweets and news every 2 hours.
Thus, we leave a large enough time window to manage to collect
a representative number of new tweets and news articles. The
algorithms are executed, from checkpoints or from scratch, after
each dataset update, and the models are replaced with the new
ones as soon as they finish. Thus, multiple instances of the same
algorithm may run at the same time on different datasets. Also,
we choose to use NMF instead of LDA [4] as it provides similar
results on both small and large length texts in less time [35].

For training the word embeddings and then vectorizing the
textual data to extract Doc2Vec, we choose a pretrained word2vec
on the Google News corpus9. This dataset contains 3 million 300-
dimension English word vectors. We made this design choice
because this dataset is larger than the datasets we collected and
manages to provide better word representations on which to
construct our Doc2Vec embeddings. In contrast, the PVDM and
PVDBOW models are not good for our study because they will
not find good document representations since they can be trained
by us only on the collected datasets. Thus, these models do not
manage to generalize the document representation.

To alleviate the need to train the neural models each time
the datasets are updated, we use checkpoints to continue the
training as new data is added in real time. Furthermore, the most
demanding networks are trained in less than 7 minutes. Thus,
the models can be build again if all data is new.

5 EXPERIMENTAL RESULTS
We apply our method on a real-world data, aiming to eventually
predict user interest.

5.1 Datasets
We have collected 261 052 news articles, and 80 569 tweets for a
period of 5 months. Both datasets contain records from different
news venues and are all written in English. For the Twitter corpus,
we also collected statistics for both tweets, i.e., likes and retweets,
and users, i.e., number of followers, the friends count, and the
retweets count.
9https://code.google.com/archive/p/word2vec/

5.2 News Topics
The first set of experiments uses the NewsTM corpus together
with NMF algorithm to extract the most relevant 100 topics from
all the news articles. This process takes 19.01 minutes. Table 3
presents a subset of 10 news topics (NT) extracted for the entire
period. These news topics are used to showcase the correlation
with the corresponding Twitter events.

Table 3: News topics

#NT Keywords

1 party election vote seat poll voter conservative win
european brexit

2 tariff import billion chinese good impose 25
consumer product percent

3 company business market industry customer
service growth product year technology

4 trade deal market war global economy talk
agreement tension china

5 huawei company google ban smartphone android
chinese network security technology

6 iran iranian tehran sanction nuclear drone tension
deal gulf tanker

7 israel gaza israeli palestinian hamas rocket militant
palestinians jerusalem netanyahu

8 japan abe japanese emperor tokyo naruhito shinzo
visit imperial meet

9 impeachment pelosi democrats impeach nancy
inquiry speaker house proceeding congress

10 derby horse kentucky race win belmont maximum
winner security racing

5.3 News Events
For our experiments, we extract the top 1 000 news events from
the NewsED corpus, using the MABED algorithm. We use a time
frame of 60 minutes. The extraction of news events takes 17.08
hours: 177.41 seconds to load the corpus, 1.3 hours to partition
the news into time-slices, and 15.73 hours to extract events.
Table 4 presents a subset of the news events (NE) detected by
MABED. These news events are some of the trending news articles
determined during the correlation with the news topics.

5.4 Twitter Events
Using MABED, we identified the top 5 000 events on the
TwitterED corpus collected for a period of 5 months that have
at least 10 tweets associated to it. We use a time window of
30 minutes. The extraction of Twitter events takes 11.74 hours:
1.61 seconds to load the corpus, 70.42 seconds to partition the
news into time-slices, and 11.72 hours to extract events. Table 5
presents some of the detected Twitter events (TE) that we use
to exemplify the correlation between trending news topics and
Twitter events.

5.5 Correlation Results
We use cosine similarity to correlate the news topics (NT) with
news event (NE) to extract trending news topics. Then, we correlate
trending news topics with Twitter events (TE), i.e., trending news
topics→ Twitter events . First, we correlate each news topics with
each news event and extract the ones with the highest similarity.
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Figure 2: The MLP Network Architecture

Figure 3: The CNN Network Architecture

Table 4: News events

#NE Start Date Start Date Label Keywords
1 2019-05-11 03:05:40 2019-05-26 13:05:40 politics political european eu current election vote campaign voters
2 2019-05-11 03:05:40 2019-05-26 13:05:40 reached current developing socialnews future 2019 group march company
3 2019-05-11 05:05:40 2019-05-26 13:05:40 plans current prime group future business company vote european
4 2019-05-11 05:05:40 2019-05-26 13:05:40 comes current future business part week north company american political
5 2019-05-11 05:05:40 2019-05-26 13:05:40 mobile huawei current developing socialnews future chinese gopi adusumilli
6 2019-05-05 23:05:40 2019-05-26 13:05:40 threats iran nuclear washington waters foreign american
7 2019-05-03 19:05:40 2019-05-11 11:05:40 conflict military gaza israeli killed group hamas islamic political
8 2019-05-21 09:05:40 2019-05-26 13:05:40 japanese japan abe tokyo north prime huawei tariffs american visit donald
9 2019-05-09 17:05:40 2019-05-22 01:05:40 familiar white democrats committee administration congress
10 2019-05-02 19:05:40 2019-05-07 19:05:40 bob derby security win mueller kentucky times

Table 5: Twitter events

#TE Start Date End Date Label Keywords
1 2019-04-29 20:01:30 2019-07-10 02:01:30 conservative party theresa brexit leader mps prime minister leadership
2 2019-05-06 02:01:30 2019-06-27 14:01:30 fresh goods tariffs threaten china trade good escalation import stock
3 2019-05-01 02:01:30 2019-08-09 02:01:30 improving retail conservative taking actions people life growth online
4 2019-05-08 14:01:30 2019-07-31 08:01:30 war brand big tax trade us-china markets billion conservative companies
5 2019-05-14 20:01:30 2019-07-12 14:01:30 networks trump declare national emergency protect computer foreign web
6 2019-04-17 08:01:30 2019-07-25 02:01:30 muslim aide biden hill bombshell betting handle joe contempt capitol
7 2019-04-19 20:01:30 2019-07-26 08:01:30 impeachment democrats trump mueller pelosi testimony politically voted
8 2019-04-06 02:01:30 2019-05-22 08:01:30 woods tale tiger victory roll lawsuit nationals back-to-back grand horse
9 2019-05-09 20:01:30 2019-05-21 02:01:30 senate alabam passed effectively abortion ban bill committee
10 2019-05-07 08:01:30 2019-08-12 20:01:30 english fans football manchester club everton fantasy clubs playing

The pairs < news topics, news event > are the trending news
topics. We extracted 83 trending news topics that have a similarity
of over 0.7. Then, for each trending news topics, we extract
the Twitter events in the same time window with the highest
Doc2Vec similarity. Given the start date (𝑆𝑇𝑇 ) of a trending news
topics (TT), the constraint of the Twitter events (TE) start date is
𝑆𝑇𝐸 ∈ [𝑆𝑁𝐸 ; 𝑆𝑁𝐸 + 5𝑑𝑎𝑦]. We choose this start interval because
a Twitter event can appear on social media as soon as the news
appears in the mass media, but it can also be some delay between
the appearance time on the two platforms. The end date is not
significant as a Twitter event can be prolonged even though the
mass media stops releasing new content. We determined a total of
421 < trending news topics, Twitter events > pairs that respect the
time constraint and have a similarity of over 0.65. This process
takes 31.2 minutes: 17.41 minutes to extract trending news topics
and 13.79 minutes to determine the < trending news topics, Twitter
events > pairs.

Table 6 showcases a subset of the correlation between the
selected news topics, news events, and Twitter events, where the
topic and event numbers can be found in Tables 3, 4, and 5. As we

extract 1 000 news events, in Table 6 the news events also represent
trending news topics. The presented correlations also include the
best and the worst similarities.

Table 6: Correlation between topics and events

#NT #NE #TE Sim NT NE Sim NE TE
1 1 1 0.87 0.88
2 2 2 0.73 0.79
3 3 3 0.86 0.89
4 4 4 0.78 0.85
5 5 5 0.77 0.78
6 6 6 0.84 0.75
7 7 7 0.90 0.79
8 8 8 0.78 0.77
9 9 9 0.82 0.81
10 10 10 0.77 0.69

The matching between the pair < news topics, news events >
and Twitter events shows that the news articles that appear in
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Table 7: Unrelated Twitter Events

#TE Start Date End Date Label Keywords
1 2019-03-08 08:01:30 2019-07-12 14:01:30 cartoon matt cartoonist telegraph side bobs cartoons
2 2019-04-12 08:01:30 2019-05-03 14:01:30 social media whatsapp facebook videos mark zuckerberg user
3 2014-10-30 08:01:30 2019-05-21 02:01:30 game of thrones spoilers season episode missed review sunday
4 2019-08-02 20:01:30 2019-08-14 02:01:30 sleep coffee news lovers tea studying perfect ashes
5 2019-04-13 14:01:30 2019-07-20 02:01:30 rice delicious perfectly sandwiches fried dish cheeses

mass media are discussed in detail during their publication on
social media. Although not all news topics are directly related
to a Twitter events, e.g., NT #9 discussed Trump’s impeachment,
and TE #9 discusses the abortion law passed in Alabama, the
correlation between news topics and news events is high. Thus,
these topics are considered trending news topics. Furthermore,
some trending news topics match generalized Twitter events, e.g.,
NT #10 is related to the Kentucky derby, where the winning
horse named Maximum Security was disqualified, while TE #10
is related to Manchester football clubs, but both talk about sports.
Other matches are quite specific, e.g., NT #1 and TE #1, which
both are related to European politics and Brexit.

In conclusion, a similarity over 0.77 between news topics and
news events shows that the topics and events are consistent, while
a similarity over 0.69 between news events and Twitter events
denotes a generalization tendency of events for trending news
topics. Furthermore, we found that all the trending news topics
have correlations with at least one Twitter event and that some
trending news topics are correlated to the same Twitter events.

We also analyzed the reverse correlation, i.e., Twitter events→
trending news topics, by applying the same steps as for trending
news topics→ Twitter events but in reverse. We observe that the
set given by the correlation Twitter events→ trending news topics
is the same as the one given by trending news topics→ Twitter
events.

However, as Twitter is a social media platform for generic
discussion, some events discovered by MABED within the tweets
collected are not related to the current news events. Thus, we can
conclude that some thread discussions present generic topics.
They spam for longer periods of time and the keywords are
more generic. These events are related to common discussions
regarding food, social media in general, television shows, etc.
Table 7 presents some of the tweeter events that are not related
to any of the news articles topics and do not match any trending
news topics using our matching condition.

5.6 Audience Interest Prediction
Using the correlation between trending news topics and Twitter
events we want to predict the interest of twitter users in news
topics on social media usingmetadata, i.e., the user and its number
of followers, and determine if a news topic becomes viral. We
employ the MLP and CNN architectures to predict the audience
interest in the trending news topic. The interest is given by both
the number of retweets and likes received by the Twitter Events
correlated to the trending news topics. We train each network on
a machine with a 3.5GHz quad-core processor and 16GB RAM,
using the Keras10 library with TensorFlow11 as backend.

Each network is trained until it converges, using an Early
Stopping mechanism that checks if there are any changes in

10https://www.keras.io/
11https://www.tensorflow.org/

the loss function from one epoch to the next. We used the
optimizers SGD and ADADELTA and different leaning rates (𝑙𝑟 ).
After hyperparameter tuning and cross validation, we obtain the
following configurations which have the best results:
• MLP 1 uses the MLP architecture with the SGD optimizer
and a 𝑙𝑟 = 0.5,
• MLP 2 uses the MLP architecture with the ADADELTA
optimizer and a 𝑙𝑟 = 2,
• CNN 1 uses the CNN architecture with the SGD optimizer
and a 𝑙𝑟 = 0.5, and
• CNN 2 uses the CNN architecture with the ADADELTA
optimizer and a 𝑙𝑟 = 2.

The input of the networks contains the document embeddings
(Doc2Vec) for each tweet belonging to a Twitter event determined
by the correlation < Twitter events, trending news topics >. Thus,
as some tweets can belong to multiple events, the size of the
Twitter dataset increases. The label for a tweet is determined
by the number of likes and retweets, respectively, as presented
in Table 2. We create 8 datasets using the custom document
embeddings and the metadata vector, as presented in Section 4
as follows:
• A1 uses the SW_Doc2Vec model;
• A2 uses the SW_Doc2Vec model concatenated with the
metadata vector;
• B1 uses the RND_Doc2Vec model;
• B2 uses the RND_Doc2Vec model concatenated with the
metadata vector;
• C1 uses the SWM_Doc2Vec model;
• C2 uses the SWM_Doc2Vec model concatenated with the
metadata vector;
• D1 uses the SW_Doc2Vec model;
• D2 uses the SW_Doc2Vec model concatenated with
the metadata vector and the tweet’s author number of
followers.

We set the document embedding size to 300. The metadata
vector has a size 8 which includes an one-hot-encoding vector
for the tweets’ author, i.e., the influencer and the its number of
followers, of length 7 and one element for the day of the week.
Thus, we include two behaviour factors in our embedding:

(1) a temporal one given by the day which incorporate user
behaviour patterns, i.e., the patterns users have to post
online;

(2) a global one given by the authormetadatawhich integrates
the impact of influencers on the virality of trending news
topics.

For each experiment, the behavior of the network is described
by the reduction slope of the loss function and the increasing
slope of the accuracy function over the training dataset. Table 8
presents the measured accuracy results over our validation sets
on predicting likes, while Table 9 presents the accuracy for
predicting retweets. We define accuracy in terms of correct
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Figure 4: Likes accuracy comparison: without metadata (A1, B1, C1, and D1) vs. with metadata (A2, B2, C2, and D2)

0

0.2

0.4

0.6

0.8

1

MLP1 MLP2 CNN1 CNN2

A
cc
ur
ac
y

A1 A2

0

0.2

0.4

0.6

0.8

1

MLP1 MLP2 CNN1 CNN2

A
cc
ur
ac
y

B1 B2

0

0.2

0.4

0.6

0.8

1

MLP1 MLP2 CNN1 CNN2

A
cc
ur
ac
y

C1 C2

0

0.2

0.4

0.6

0.8

1

MLP1 MLP2 CNN1 CNN2

A
cc
ur
ac
y

D1 D2

Figure 5: Retweets accuracy comparison: without metadata (A1, B1, C1, and D1) vs. with metadata (A2, B2, C2, and D2)

prediction in one of the 3 encoded classes for likes and retweets.
Note that our accuracy results also reflect the error rate, since
ErrorRate = 1 − Accuracy. As our results show, we successfully
achieve low error rates by virtue of utilizing terms extracted
using MABED and NMF; this success is based on the fact that
similar topics/events have high similarity scores, while dissimilar
ones have low similarity scores.

Table 8: Likes accuracy of correlated results

Dataset MLP 1 MLP 2 CNN 1 CNN 2
A1 0.74 0.75 0.76 0.76
A2 0.83 0.83 0.82 0.84
B1 0.74 0.75 0.75 0.73
B2 0.83 0.84 0.82 0.83
C1 0.77 0.74 0.78 0.78
C2 0.83 0.82 0.83 0.83
D1 0.73 0.74 0.75 0.74
D2 0.82 0.83 0.82 0.83

Table 9: Retweets accuracy of correlated results

Dataset MLP 1 MLP 2 CNN 1 CNN 2
A1 0.77 0.78 0.78 0.79
A2 0.84 0.84 0.85 0.84
B1 0.75 0.74 0.73 0.73
B2 0.84 0.84 0.83 0.83
C1 0.76 0.77 0.79 0.80
C2 0.82 0.82 0.84 0.84
D1 0.74 0.74 0.76 0.79
D2 0.82 0.82 0.82 0.84

We observe that both networks reach good results in terms
of predicting the audience interest in specific news topics on
social media, ranging from 0.73 to 0.85 accuracy, and accurately
predict whether the news topic becomes viral. Furthermore, both
architectures achieve similar accuracy scores regardless of the
optimizer.

We conclude that these results are highly impacted by the
MABED algorithm because by detecting the most trending topics
and identifying the event for a tweet afterward, it basically
extracts required features to predict a range of likes and retweets.

Interestingly, both architectures reach a prediction score of
0.75 after only a few epochs are finished. After these epochs,
the learning process is slow and not very stable, exhibiting
fluctuations between 0.78 and 0.90.

The high results are influenced by the metadata used to
enhance the training corpus. We observe that the accuracy
improves over the baseline with more 0.05 in some cases. This
proves that the influencer role in spreading the news as well as
the behaviour patterns of posting depending on the day have a
huge impact on predicting the virality of a trending news topic.

The popularity of a person inside a group determines
the spread of its messages, thus proving that the influencers
assumption also holds for determining trending news topics on
social media. In conclusion, a user that has many followers
or tweets with many likes and retweets will maintain the
ascending trend for future tweets with high probability. Also, we
conclude that using the metadata vector improves the accuracy
of prediction for all our experiments (Figures 4 and 5).

5.7 Scalability
To evaluate scalability, we extract 500, 2 500, and 5 000 Twitter
events. We determine and encode using Doc2Vec the tweets
for each event and train the networks. Table 10 presents the
runtime evaluation for the networks using a batch size of 5 000
and 500 epochs. Early Stopping mechanism is used to stop the
training. All the experiments are performed using the CPU. The
training process for one epoch takes on average 1 second and
13/14 milliseconds for the MLP architectures (Figure 6), while
the CNN architectures have a linear time increase from 1 second
71 millisecond to 6 seconds 83 milliseconds w.r.t. the number of
events and the Doc2Vec size (Figure 7). This extra time is added
by the complexity of the convolution layer and the number of
kernel filters applied to the input vector. The CNN architectures
maintain a much lower number of epochs than the MLP ones,
regardless of the number of events or the Doc2Vec size. The
difference between optimizers is not obvious at the batch level as
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time performance and accuracy remains the samew.r.t. number of
events and Doc2Vec size. We observe a difference in the number
of batches, as the ADADELTA optimizer, on average, requires
more batches until it converges than the SGD optimizer. We note
that these results may vary, depending on the hardware used.

Table 10: Runtime evaluation

No. Twitter
Events

Doc2Vec
Size Network No.

Epochs
Milliseconds

Epoch
Runtime
(Seconds)

500

300

MLP1 113 1013 119.51
MLP2 119 1014 121.87
CNN1 6 1071 6.67
CNN2 7 1073 7.75

308

MLP1 143 1013 154.53
MLP2 162 1014 177.37
CNN1 6 1073 7.16
CNN2 8 1074 8.97

2 500

300

MLP1 316 1013 331.15
MLP2 363 1014 381.52
CNN1 6 3078 25.08
CNN2 7 3079 26.95

308

MLP1 319 1013 337.27
MLP2 375 1014 392.24
CNN1 6 4081 28.09
CNN2 12 4082 52.69

5 000

300

MLP1 289 1013 334.76
MLP2 305 1014 348.27
CNN1 6 5097 31.85
CNN2 7 5098 37.41

308

MLP1 328 1013 351.87
MLP2 368 1014 379.09
CNN1 6 6081 38.49
CNN2 14 6083 87.13
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Figure 6: Performance time for 300-dimensions Doc2Vec
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Figure 7: Performance time for 308-dimensions Doc2Vec

5.8 Discussion
Correlation between Trending News Topics and Twitter Events.

To determine the trending news topics, we correlated the news
topics with news events. Then, we correlated the trending news
topics with the Twitter events that have a high cosine similarity
and are in the same time window. We observe that for the same
trending news topics, we can match multiple Twitter events using
the imposed constraints. Thus, we can conclude that the events

generated by posts on social media about trending news topics
are intertwined. Therefore, we can conclude that some important
news topics appear in multiple discussion and that users make
connections between them in their discussion. Furthermore, all
the trending news topics have at least one matching Twitter event.

We also applied the reverse correlation, by matching Twitter
events to trending news topics. We discovered that we obtain the
same set of pair for Twitter events→ trending news topics as for
trending news topics→ Twitter events. During this analysis, we
also discovered that multiple Twitter events have no correlated
trending news topics. We attribute these results to the fact that
Twitter is a generalized discussion forum. Thus, users do not
address in their post only current news events but also discuss
other events that impact their life but do not appear in mass
media.

Audience interest prediction in Trending News Topics. We
predict the audience interest in trending news topics by
constructing two Deep Learning models to determine if they
become viral. Thus, a trending news topic has a high probability
of becoming viral if the posts that belong to the Twitter event
correlated with it has a high number of likes and retweets.

For our experiments, we embedded the tweets by combining
document embeddings with a metadata vector that contains the
user’s tweets and its number of followers as well as the day
of the week. This enhanced tweet embedding feature adds two
new dimension within the learning model: a temporal one given
by the day and a global one given by the user metadata. The
experimental results show that the two models determine with
high accuracy if a trending news topic becomes viral for both the
datasets constructed using only documents embeddings and the
ones that also use the metadata vector.

Through the use of the metadata vector, we incorporate in our
training set two assumptions. The first assumption is a global
one and introduces the concept of influencers (users with a high
number of followers) in the learning model. The influencers have
a huge role in spreading the information and making trending
news topics to become viral. The second assumption is a temporal
one which introduces the user behavior based on the day of
the week, as behaviour patterns can change from one day to
another. Using the assumption, the neural networks learn to
determine patterns in the way users post on social media and
integrate them in the final prediction model. The experimental
results prove that this assumption stands for our use case. Both
Deep Learning models achieve an improved accuracy when the
metadata vector is concatenated to the document embedding.
Thus, we can conclude that the influencers metadata manages to
create models that better generalize while improving the overall
performance.

Fake news mitigation considerations. The spread of
misinformation in social media has the effect of polarizing
opinions and misleading readers by presenting alleged,
imaginary facts about social, economic, and political subjects
of interest [16]. Our method manages to predict the virality of
news content and the interest the public at large has in different
news topics. These findings can prove useful in designing new
mitigation algorithms that take into account both textual content
and network metadata. Thus, we consider that the presented
system manages to determine what topics are important and
can be a starting point to develop new strategies for network
immunization in the fight against misinformation.
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6 CONCLUSIONS
In this work, we introduce and deploy an architecture for
predicting whether a trending news topic becomes viral on social
media. We employ NMF topic modeling to extract news topics and
MABED event detection to extract news events and Twitter events.
We correlate news topics to news events by document embedding
cosine similarity to extract trending news topics, match trending
news topics to Twitter events in the same time window, and
thereby extract likes, retweets, and user followers. We propose a
new metadata-based document embedding for tweets associated
to an event that encodes influencers information. Using the
new document embeddings, we prepare a training corpus to
predict audience interest in a trending news topic, using two Deep
Learning architectures.

The similarity between news topics and news events in our
data is over 0.77, while that between trending news topics and
Twitter events is over 0.69. Our results show that the trending
news topics and the news events are consistent, while the proposed
architectures predict audience interest in a news topic, with
accuracy over 0.82 in the metadata enhanced dataset.

In the future, we plan to use other matching techniques,
e.g., Minimum Cost Flow, to correlate news topics, news events,
and Twitter events, and use topic modeling [7] to see if we can
extract more coherent topics from news. We also plan to employ
word, sentence, and document level transformers (BERT [10],
XLNet [37], ALBERT [22], ELECTRA [8]) as embeddings to
take advantage of contextual information extracted using these
models. Further, our solution can be included in larger solutions
for fake news mitigation and misinformation immunization
strategies for social media.

This work was done in collaboration with RoNews, a start-up
offering news media content, which was interested in detecting
article topics and verifying content veracity. Hootsuite and
Sprinklr have also presented interest in this solution.
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