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In the view of the attendees, the reliability of extracted
shapelets can be proved by utilizing naked eyes or a smart
classifier, on a test instance.

4.1 Demonstration Platform
SE4TeC is implemented by Python3.6, powered by Apache Spark.
The program is executed on AWS EMR cluster. We provide also
an 1-click cluster based on Docker, to facilitate the attendees to
replay the distributed test offline. The baseline of the evaluation
is USE in [9], which utilizes the traditional method for shapelet
extraction based on Information Gain. 1NN classifier is applied
for all accuracy tests, and 5 shapelets are extracted for each class.

4.2 Demonstration Scenario
Due to page limitations, here we show two examples, more details
and videos can be found on the demonstration page1.

4.2.1 ECGmedical diagnosis. The datasetECG200, from MIT-
BIH Long-Term ECG Database (ltdb), is collected by two elec-
trodes which record the brain activities in distinct body positions.
Each heartbeat has an assigned label of normal or abnormal. All
abnormal heartbeats are representative of a cardiac pathology
known as supraventricular premature beat. ECG200 contains 100
labelled records with a fixed length of 96.

4.2.2 Wafer industrial troubleshooting. To put the evaluation
into larger scale context, we choose the time series datasetWafer,
which contains 1000 training records with a fixed length of 152.
The dataset, collected during the manufacture of semiconduc-
tor microelectronics, comprises a collection of sequences for the
measurements recorded by one vacuum-chamber sensor dur-
ing the etch process applied to one silicon wafer. The class of
manufacture quality can be normal or abnormal.

Normal Abnormal

Top-5 Shapelet

(normal)

Top-5 Shapelet

(abnormal)

(a) Shapelets in ECG
Normal Abnormal

Top-5 Shapelet

(normal)
Top-5 Shapelet

(abnormal)

(b) Shapelets in Wafer
Figure 5: Interpretable Shapelet Feature Results

Reliability & Interpretability: Through the demonstration, the
attendees are capable of extracting the shapelets in various man-
ners, and comparing their difference. The shapelets extracted
by SMAP are shown in Figure 5, which has a relatively higher
prediction accuracy than USE: 84%|76% (ECG), 97%|92% (Wafer).

Scalability: The performance results are shown in Figure 6.
SMAPLB shows a gain in performance: 24.5X (ECG), 587.3X
(Wafer) faster. As the size of ECG (i.e., 100) is lower than the
parallelism power when we expand the cluster to 10 nodes, there-
fore, according to the time O(N 2n3loдn), the instance length n
will be the decisive factor in execution time. We should know
1https://github.com/JingweiZuo/SE4TeC

that the speed-up performance relies on the computing power
of the cluster. We are more inclined to consider its parallel ca-
pability which can be assessed by the aggregation cost between
distributed nodes. From 1 to 30 nodes on cluster mode, the ag-
gregation cost for Wafer increases by 181%, the total cost drops
to 0.68%. Obviously, considering the gain, the aggregation cost
can be ignored when we expand the cluster to a larger scale.
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Figure 6: Scalability performance

5 CONCLUSION
In this paper, we have proposed a novel methodology, namely
SMAP, for Time Series Classification. SMAP adopts the concept
of Matrix Profile, and extracts the shapelet features in an inter-
pretable and scalable manner. Within SMAP, the Discrimination
Profile is defined to assess in batches the quality of candidate
shapelets. On the basis of Lower Bounding, we have proposed an
acceleration strategy that benefits from distributed environment.
The satisfactory results proved the efficiency and competitiveness
of our approach. Different optimizations are in our planning list.
Specifically, we intend to expand SMAP for longer time series,
while ensuring its high accuracy and scalability. This may lead
us to combine SMAP with dimensionality reduction.
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