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ABSTRACT
As the scienti�c interest in the Internet of Things (IoT) continues
to grow, emulating IoT infrastructure involving a large number
of heterogeneous sensors plays a crucial role. Existing research
on emulating sensors is often tailored to speci�c hardware and/or
software, which makes it di�cult to reproduce and extend. In
this paper we show how to emulate di�erent kinds of sensors in
a uni�ed way that makes the downstream application agnostic
as to whether the sensor data is acquired from real sensors or
is read from memory using emulated sensors. We propose the
Resense framework that allows for replaying sensor data using
emulated sensors and provides an easy-to-use software for setting
up and executing IoT experiments involving a large number
of heterogeneous sensors. We demonstrate various aspects of
Resense in the context of a sports analytics application using
real-world sensor data and a set of Raspberry Pis.

1 INTRODUCTION
The growth of the Internet of Things (IoT) has led to many dis-
ruptive technologies and applications such as smart homes, au-
tonomous vehicle �eets, health and well being, personal and
home security, and natural disaster management. In such ap-
plications, the IoT data (i.e., sensor data generated by devices
connected to the Internet) may get very large and may involve
billions of sensors [6]. Therefore, e�cient means to automatically
collect, store, and analyze massive amounts of IoT data plays an
important role in our modern information-based society.

IoT research connects two communities: The database commu-
nity deals with sensor data acquisition [3, 12, 14] and distributed
query processing [8, 15]. The infrastructure and networking com-
munity deals with network connections, application and resource
management across sensor nodes, and cloud computing [4, 9, 10].

For database researchers, it is important to develop and test
data management solutions on IoT testbeds which include large
numbers of sensor nodes and provide real networking and data
processing conditions. However, it is hard to conduct repeatable
experiments on such testbeds for two main reasons: (i) One needs
to �ne tune and test di�erent versions of algorithms (A/B or split
testing), but sensors data varies over time which leads unequal
test conditions. (ii) Applications need to be tested on rare events
which leads to extremely long test durations. For example, con-
sider a sports analytics application that predicts injuries in real
time. Player injuries are rare and highly important, but one can-
not repeat them in the real world. Being able to replay sensor
data (e.g., data recorded from sensors on players’ body) on real
test beds solves the issues stated above and enables database
researchers to run repeatable experiments.
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In this paper we present Resense, a framework which trans-
parently emulates sensors and provides an e�cient way to replay
and record sensor data. Resense emulates sensors at the oper-
ating system level such that it is transparent for applications
whether they acquire values from real sensors or from memory
using emulated sensors. One can install Resense on testbeds with-
out changing any application and gains the �exibility to switch
between live sensor data and replayed sensor data easily.

Resense further provides mechanisms to orchestrate IoT exper-
iments involving a large number of heterogeneous sensors. Our
framework allows users to easily con�gure many di�erent physi-
cal and/or emulated sensors as well as the data to be replayed.
We provide an intuitive user interface for loading experiment
con�gurations, for deploying experiment data to a large num-
ber of sensor nodes, and for starting/stopping experiments on
all (or some) sensor nodes. The automatic deployment of the
required data, the centralized con�guration of sensor nodes, and
the centralized control and monitoring of experiments reduce
the administrative overhead when running IoT experiments and
developing IoT applications.

Our demonstration highlights how easy it can be to setup
and run experiments on a real testbed. We show various aspects
of Resense using a set of Raspberry Pis as sensor nodes and
some physical sensors. In particular, we demonstrate the record
and replay functionality where attendees can attach physical
sensors to a Raspberry Pi and use the graphical user interface to
inspect the (physical) sensor readings, record them, and replay
the recorded data. We also demonstrate setting up and executing
a full scale IoT experiment based on real-world data from the
DEBS 2013 Grand Challenge dataset [13]. The data consists of
about 15 000 position events per second which were recorded at
a football match in which sensors were embedded on the shoes
of the players as well as the ball. Attendees will be able to use
the Resense UI to deploy, control, and monitor the experiment
and con�gure the sensor nodes.

In summary, this paper makes the following contributions:
(1) We show how to transparently emulate sensors in order

to record and replay sensor data.
(2) We provide an easy to use software for setting up and

executing IoT experiments involving large numbers of
heterogeneous sensors.

(3) We demonstrate our software by recording and replaying
real world sensor data in the context of sports analytics
on a set of Raspberry Pis.

Resense is available as open source project1 and runs on any
GNU/Linux system independent of the underlying hardware (e.g.,
x86-based servers and ARM single-board computers).

The rest of the paper is organized as follows: in Section 2, we
give an overview of our approach for transparently emulating
sensors and orchestrating IoT experiments. Section 3 gives a

1https://github.com/TU-Berlin-DIMA/resense

Demonstration

 

 

Series ISSN: 2367-2005 590

https://OpenProceedings.org/
http://dx.doi.org/10.5441/002/edbt.2019.63






Figure 4: Resense dashboard

4 RELATED WORK
In the existing literature, Chernysov et al. [1] give an overview
on the topic of emulating and simulating IoT infrastructure. Ac-
cording to their work, IoT simulators are categorized into three
di�erent sets: (i) perceptual emulation, emulates all of the lay-
ers of an IoT infrastructure, (ii) network emulation, focuses on
network properties and (iii) application level emulators, emu-
late workloads only on the application layer. To the best of our
knowledge, our work cannot be constrained to only these three
types because our implementation is capable of ingesting sensor
data at the kernel level of the host operating system. Thus, it is
fully transparent to external software that can itself be already
in one of these aforementioned categories.

In contrast to the work on IoT simulators [4, 5], our implemen-
tation di�erentiates between the edge nodes and the sensors and
focuses on emulating the sensors and reading from sensors. This
allows for more granularity while replaying sensor data and can
give a more detailed view of the experiment. While other solu-
tions [7] require a �xed full-stack emulation, our work provides
a mixed approach since it is able to integrate emulated as well as
physical sensors. This makes it easier for testing new physical
sensor architectures with existing ones.

Emulating sensors for conducting experiments have also been
studied using FPGAs [2, 11]. Usually, FPGAs are �rst designed
using a hardware description language (like VHDL/Verilog) and
later implemented into the actual hardware. Our solution reduces
the time and the cost involved in prototyping an experiment as
it does not depend on any specialized hardware.

5 CONCLUSIONS
In this paper we showed how to emulate sensors to replay recorded
sensor data independent of the underlying hardware or software.
We presented the Resense framework that allows transparent
record and replay of sensor data and provides an easy to use soft-
ware for setting up and executing IoT experiments. We demon-
strated various features of Resense using real world sensor data,
a set of Raspberry Pis, and some physical sensors.
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