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ABSTRACT

Searching the nearest available resource is an important query
with many applications in spatial database systems. Examples
are searching free parking spots or charging stations in a road
network. Information about the availability is usually approxi-
mated as long-term statistics. Recently, online systems and sensor
networks become more and more common providing access to
real-time information about resource availability. In this paper,
we consider searching the next available resource in a road net-
work considering real-time information about all resources in
a target area. To make the best use of this information, it is not
enough to predict a static result route. Instead we propose to
model the problem as a Markov decision process (MDP) and
compute a routing policy which allows flexible reaction to newly
observed developments. In our experiments, we demonstrate that
our new approach is capable to exploit the additional informa-
tion and outperforms previous approaches built on long-term
distributions on a real-world parking data set.

1 INTRODUCTION

In modern location based services, queries often aim at finding a
spatial resource of a specific type. In contrast to a point of interest
(POI), a spatial resource is not generally available but might be
occupied at a certain point in time. Correspondingly, an occupied
resource might become available during search time. Examples
for spatial resources are parking spots, charging stations, rental
vehicles or drop-off locations for rental vehicles. To handle the
availability of spatial resources, online systems can provide real-
time information about currently available resources. However,
there is no guarantee that a currently available resource will
be available at the arrival time of our user. One might argue
that a reservation service might solve any such problem, but
reservation services often add additional complexity which of-
ten makes them impractical. Reserved resources might be used
without authorization and generally available resources might
remain unused due to just-in-case reservations. For example, a
parking spot might be occupied even if it was reserved before
because the previously parked vehicle was not removed in time.
Correspondingly, inner-city parking spots might remain unused
due to rich people having a permanent reservation just in case
they want to go into town. To conclude, for many applications
reservation systems might be unreliable and expensive to enforce.
Thus, we focus on the case that a resource is claimed by the first
user to arrive.

We investigate the task of finding an available resource spend-
ing minimal travel time or any other type of cost. Furthermore,
we assume real-time information on all available and occupied
resrouces in a specified target area. To properly exploit the avail-
able real-time information, a simple route is not enough. Since
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Figure 1: Example for a parking search using our new al-
gorithm. The car symbol denotes the car whose driver is
looking for a parking spot. The blue circles denote at least
one free available parking slot at the corresponding loca-
tion.

the availability of resources might be constantly changing, a
fixed route cannot include reactions to developments during the
search. Thus, we need to compute a policy which indicates the
most promising action for each situation during the search. For
example, when looking for a parking spot a natural behavior
is to take any parking spot getting available along the way. A
resource route as proposed in [5] would follow its fixed search
order which is based on the information provided at search time.
Thus, a resource route would only consider the vacant spot if
it is scheduled in the route. In contrast, a policy driven system
would recognize the improved situation and propose to take the
available parking spot if it is a suitable location.

In this paper, we propose to employ the statistical model of
Markov decision processes (MDP) to learn such a policy. A policy
is a mapping of any possible situation to the most promising
action which an agent should perform to maximize the probability
of success. Thus, our proposed solution allows that resources
might get occupied or available during the search. The availability
of each resource is modeled as a time-continuous Markov chain.
Based on these probabilities, we define an MDP to model resource
search with real-time information. A drawback of this model is
that the state space grows exponentially with the number of
acceptable resources. Since in many cases resources are stacked
at particular areas, we propose resource aggregation to limit
the number of considered states. Additionally, we propose to
precompute policies for relevant target areas and store them in a
data structure for efficient retrieval of the proposed action. To
conclude, the contributions of this paper are as follows:

e A model to compute a search policy for resource search
considering real-time information.

o A method for precomptung policies and apply the learned
policy for guiding a user.
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Algorithm 1 Value iteration algorithm for computing the ex-
pected cost U of an optimal policy.

1. procedure Value Iteration(mdp, )
2 init U’

3 repeat

4 U« U’

5 6«0

6 for all s € S do

7

8 if |U’[s] = U[s]| > & then
9 S« |U'[s]-U[sl

10: until § < e(l-y)/y

11 return U

the number of potential resources is as small as possible. Fortu-
nately, in many cases the region where resources are acceptable
is usually limited to a certain spatial region being speci [ed by a
user. For example, parking spots should be in walking distance to
the actual target of the user. Similarly, charging stations should
be close to planned route and in the region where the battery
is already empty to make charging feasible. Similar statements
hold for rental vehicles such as bikes and drop o Csiations. Thus,
a [rst approach to limit the considered resources would be to
compute isochrones around the actual target of the user and
only consider resources within the tolerable walking distance.
However, this approach would not work if the user would not
specify an exact target location but only a rough area where he
needs the resource. Additionally, in many cases the amount of
acceptable resources would still push the computational e [arit
beyond interactive query times. Thus, we propose another ap-
proach where MDPs are precomputed for typical target regions.
For example, parking MDPs might be precomputed for typical
shopping areas and MDPs for bike sharing make sense around
universities. Let us note that precomputation can be done even
for overlapping areas. Finally, the selection of the most suitable
area can be easily performed by the user based on map interface
displaying the available areas.

However, limiting the spatial area might not yield a successful
reduction of available resources because many types of resources
are spatially stacked on close-by locations. Examples are parking
spots and rental bikes. For these type of resources, we propose
to aggregate close-by resources and model them as a single ag-
gregate resource in the MDP. For example, instead of modeling
a road segment with ten parking spots as ten nodes having one
resource, we aggregate all spots on the segment into a single
aggregate resource. Of course, we have to adapt the probabilities
for computing the likelihood P(p(t) = 0) to mirror the fact that it
is enough that any of the underlying resources is available. Thus,
the probability P(p(t) = 0) of the aggregate resource p for being
available corresponds to the likelihood that not all of the under-
lying resources are occupied at time ¢. Formally, given a set of
close-by resources P = {p1,...,pr} Which are aggregated to the
aggregate resource p then P(p(t) =0) =1 - M,,cp P(pi(t) = 1).
However, P(p(t) = 1) = le_ <p P(pi(t) = 1) because p can only
be considered as occupied if none of the underlying resources is
available. A drawback of resource aggregation is that it removes
the time for traveling between the aggregated resources. Thus,
the learned policy might not be able to handle searches within
the combined resources. However, we argue that with a proper

U'[s] = minaeA(s) c(s,a) +y* Xy P(s"s,a) - U[s']
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selection of resources, the user should be able to solve the prob-
lem by himself, e.g. [nding a free resource among the combined
resources. A heuristic, we employed to [nd sets of resources
that can be aggregated is to make sure that all heuristic can be
reached by making the same routing decision. In other words,
all resources are placed on the same edge of the underlying road
network.

A [nal aspect of our proposed method is the use of the learned
policy in systems for guiding users to an available resource. As
mentioned before, we precompute policies and let the user de-
cide on the best suitable precomputed query region in order to
[nd a suitable policy. Afterwards the system can combine the
current user location and the online information about available
resources to determine the current state and propose the direction
aka action being stored in the policy. If the user wants to have an
outlook on the following actions, the system could compute the
most likely states for the current situation. However, in a volatile
environment it is likely that these directions will change during
travel to the next waypoint. A remaining task in this solution
is to e [ciehtly retrieve the optimal action for the current state
for a given policy. Though we can identify the current state by
combing location and resource information, we still have to [nd
the state in the precomputed policy. Given the exponential size
of the state space [nding the entry for a particular state has to
be done in an e Ccieht way. Thus, we propose to store policies
in a two dimensional array. We index the set of locations N by
enumeration which indicates the [rst dimension. For the index
of the second dimension, we encode the status information of the
considered resources. This is done by mapping each resource to a
particular bit in a bit vector of length | P| and set the bit according
to the availability of the resource. The resulting bit vector is then
interpreted as an integer which indicates the second index in the
array. Thus, the proposed action is retrieved in constant time.

5 EVALUATION

In order to evaluate our approach on a realistic scenario, we sim-
ulate the states of the parking spots for the city of Melbourne.
The simulation samples for a given time-stamp and time interval
the next states of any given parking spot. We have developed
two di[erent simulation models. The [rst model is based on
the continuous-time Markov chain (similar to our MDP model)
which enables us to do experiments based on the same condi-
tions that our MDP assumes. However, continuous-time Markov
chains might not provide a suitable model for real-world data.
Thus, we implemented a simulator that is based on a real-world
parking dataset, namely the freely available Melbourne “Parking
bay arrivals and departures 2014” dataset!. The dataset that con-
tains arrival and departure times of most central business district
parking bays. When we take the arrival and departure time into
consideration, we can decide for every contained time-stamp,
whether the parking bay is available or occupied. This simula-
tion can be equated to a realistic real-time information system
because it retrieves events that actually happened at the given
time-stamp.

We compare our new approach denoted as D3RI to the UGCM
algorithm that was proposed in [3] which also computes a policy
but does not consider real-time information.

In [gure 2, we can observe that the average time of [nding
a parking spot in the simulator is two to four times shorter

Lhttps://data.melbourne.vic.gov.au/Transport-Movement/
Parking-bay-arrivals-and-departures-2014/mq3i-cbxd
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