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ABSTRACT

Researchers and scientists have been using crowdsourcing plat-
forms to collect labeled training data in recent years. The process
is cost-effective and scalable, but research has shown that the
quality of truth inference is unstable due to worker bias, work
variance, and task difficulty. In this demonstration, we present a
hybrid system, named IDLE (Integrated Data Labeling Engine),
that brings together a well-trained troop of domain experts and
the multitudes of a crowdsourcing platform to collect high-quality
training data for industry-level classification engines. We show
how to acquire high quality labeled data through quality con-
trol strategies that dynamically and cost-effectively leverage the
strengths of both domain experts and crowdsourcing.

1 INTRODUCTION

Hand-annotated training data, such as ImageNet ![2], have been
the basis of many machine learning research. In recent years,
crowdsourcing has become a common practice for generating
training data [3], empowering researchers to outsource their
tedious and labor-intensive labeling tasks to workers of crowd-
sourcing platforms. Crowdsourcing platforms provide large and
inexpensive workforce for better cost control and scalability.
However, the unstable quality of work produced by crowdsourc-
ing platform workers is the main concern for crowdsourcing
adopters.

Recent research by Zheng et al. [15] shows that the best truth
inference algorithm is very domain-specific, and no single algo-
rithm outperforms others in most scenarios. Sometimes an intu-
itive approach like an ExpectationAASMaximization algorithm
could be a practical solution. In the literature, research advances
focus on handling task difficulty [7, 13], worker bias [9], and
worker variance [10, 12]. Specifically, task difficulty describes the
degree of ambiguity of a question for which an annotated answer
is sought; whereas worker bias and variance model the quality of
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workers — describing how likely a worker gives a wrong answer,
assuming all tasks have equal difficulty.

The ability to collect high-quality and stable training data
(i.e. the inferred truth) is essential for powering many super-
vised algorithms. These algorithms are often the foundation for
modern business solutions, such as search engine rankings [6],
image recognition [2, 11, 14], news categorization [8], and so
on. Even though research [15] has unveiled the challenges of
crowdsourcing labeling, it is undeniable that cost-effectiveness
and scalability make crowdsourcing an attractive approach to
generate training data.

In this study, we present a practical end-to-end multilevel
solution based on a hybrid strategy. On the first level, we collect
cost-effective truth inference from crowdsourcing workers whose
answers have potentially high bias and variance.

On another level, we train a group of domain experts who
are expected to perform labeling tasks with low worker bias and
variance due to the training and financial incentives they receive.
Our trained experts are intimately familiar with our product cat-
egory taxonomy as well as the guidelines for assigning the most
appropriate product category label to any given product item.
They are instructed to mark high-difficulty tasks as “unsolvable”
to circumvent ambiguous cases.

We propose IDLE as a system to facilitate the automated col-
laboration between our well-trained domain experts and the
crowdsourcing workers to deliver high-quality hand-annotated
training data. The IDLE framework streamlines the workflow for
generating high quality training data by automating data filtra-
tion (by crowdsourcing) and data relabeling (by in house domain
experts). It also provides an integrated environment for manag-
ing training data generation tasks as well as for assessing quality
of classification results generated by our product classification
engine as described in details in section 2.3.

2 SYSTEM FRAMEWORK

Figure 1 shows the architecture of our system. There are 4 key
components in our framework: (1) Multilevel Worker Plat-
form: a system that assigns tasks to domain experts and various
crowdsourcing platforms through Adapters; it also performs
Worker Quality Assessment and Answer Aggregation. (2)
Sampling Strategy: with a unified user interface, job requester
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Figure 1: IDLE system framework

can choose among various sampling strategies. (3) Job Process-
ing: job requester can launch jobs of various types. (4) Data
Reporter: a dashboard showing the aggregated results from
crowdsourcing and the improvement of the machine learning
model.

2.1 Multilevel Worker Platform

With a unified interface, the job requester can submit a job
through Adapters to various crowdsourcing platforms, such as
MTurk? and Crowdflower®. Furthermore, the job requester can
assign difficult labeling jobs to domain experts who sign into their
IDLE account to label data. We also design a uniform Function
interface for common features, such as Worker Exclusion and
Answer Aggregation, across various crowdsourcing platforms.

Adapter: Using MTurk API* as a reference, we design the inter-
face through which job requester can (1) launch a job, (2) stop
a job, and (3) retrieve results. Adapters allow us to easily inte-
grate with different crowdsourcing platforms without making
significant changes to the user experience or the rest of the IDLE
platform.

Answer Aggregation: Since answers returned by crowdsourc-
ing workers are not always consistent and worker’s quality varies
(for example, master vs. non-master workers in MTurk), we have
the challenge of inferring ground truth from the returned an-
swers. To tackle the answer aggregation challenge, we imple-
ment three algorithms : Majority Voting[1], Weighted Major-
ity Voting[4], and Bayesian Voting[5]. Through the provided
interface, developers of IDLE platform can easily implement cus-
tomized answer aggregation algorithms. Moreover, job requester
can specify rules in the form of [#answer, #yes] for determin-
ing the final answer. The rule template is interpreted as seeking
#yes/#answer level of consensus in total #answer number of
answers. More elaborate answer aggregation strategies may be
expressed through a sequence of rules. For instance, rules [3, 3]
followed by [4, 3] together instruct the system to first seek unan-
imous consensus among 3 answers ([3, 3]). For questions whose
answers fail to meet the first rule, the system needs to try again
by soliciting an additional answer (#answer= 3 + 1) hoping to
reach the specified 3/4 consensus.

Zhttps://www.mturk.com/
Shttps://www.crowdflower.com
4https://aws.amazon.com/documentation/mturk/
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Figure 2: Control Flow

Worker Quality Assessment: Worker’s quality varies widely
on crowdsourcing platforms. The fact that this quality is un-
known to us in advance makes it even more important to assess
worker’s quality. In IDLE, we randomly select questions from a cu-
rated pool of questions with ground truth answers (called golden
tasks) to estimate worker’s quality. We apply two strategies: (1)
Qualification Test: BEFORE performing the job, workers must
first pass the golden tasks; (2) Hidden Test: mixing the golden
tasks with the regular job questions, and we assess worker’s qual-
ity based on the golden tasks AFTER the job is completed. In our
platform, job requester may use either one or both strategies to
estimate worker’s quality.

2.2 Sampling Strategy Interface

There are many statistical sampling techniques. In IDLE, we
design the general interface for developers to implement the
required sampling strategies. The goal is for job requester to
obtain sampling data from a diverse data set. We incorporate two
hierarchical sampling strategies for IDLE in this version: (1) data
clustering followed by stratified sampling; (2) topic modeling
followed by stratified sampling.

2.3 Job Processing

As illustrated in Figure 2, there are three types of jobs in IDLE:
Filter jobs, Relabel jobs, and Audit jobs.

Filter Job: A small set of data are sampled from prelabeled data
and sent to crowdsourcing platform for confirming their labels.
Questions of a filter job are presented either as yes/no questions
(e.g. Does the given label match this datum?) or multiple choice
questions (e.g. Which of the following labels best matches this
datum?). Golden tasks questions used for excluding poor-quality
workers are also included in the filter job. After the workers
submit their answers, the results are collected through the answer
aggregation techniques described above in section 2.1. The results
that are identified with high confidence level by our answer
aggregation algorithm become new training data for the machine



learning model. The remaining (filtered-out) data are treated as
mislabeled data and become input data for relabel jobs which are
handled by domain experts as described in section 1. We expect
data that are trivial for crowdsourcing workers can quickly pass
through and data that are difficult to label are filtered out, hence,
the name ’Filter’ job. The cost of domain experts is much higher
than that of crowdsourcing workers, which is why it is more
cost-effective to have crowdsourcing workforce perform filter
jobs on large number of trivial questions first and leave a small
number of more challenging relabel jobs to domain experts.

Relabel Job: As mentioned above, mislabeled data are auto-
matically collected and made available in IDLE framework to
domain experts for relabeling. These domain experts are trained
to assign correct labels to the provided data. Thus, data relabeled
by domain experts do not require quality control or truth infer-
ence measures before they become training data for the machine
learning model. With that said, there might be some data that
even domain experts cannot label, thus are regarded as rejected
data and recorded for further analysis.

Audit Job: After the filter job and the relabel job are done, all
the sampled data are either identified as new training data for
the machine learning model or as rejected data for analysis. After
retraining the machine learning model in our product classifica-
tion engine with the new training data, the model reprocesses
data and updates the product category labels. Up to this point,
all the efforts for enhancing the performance of the machine
learning model are completed. We then assess the accuracy of
this retrained model with an audit job. Similar to a filter job, a
small set of data are sampled and sent to crowdsourcing plat-
form for identifying correctly labeled data. We then apply our
answer aggregation algorithm to identify data with high confi-
dence level and calculate model accuracy while the mislabeled
ones are simply discarded.

2.4 Data Reporter

To maximize the effectiveness of crowdsourcing and minimize
the costs, there are certain questions that analysts would be
curious about: for example, what is the ratio of filter job questions
that need to be handled by a relabel job? The data reporter is a
data visualization dashboard for administrators and analysts to
evaluate the effectiveness of crowdsourcing and the performance
of the machine learning algorithms. There are two parts of data
reporter: (1) Crowdsourcing Report (2) Machine Learning
Model Report.

Crowdsourcing Report: The purpose of crowdsourcing report
is to evaluate the effectiveness and the efficiency of crowdsourc-
ing. Therefore, it is designed to provide insights, such as the
answer distribution and processing time. The crowdsourcing re-
port includes the stats and results of crowdsourcing jobs. For
filter jobs and audit jobs, the stats would include the ratio of
YES vs. NO besides job completion time. For relabel jobs, the re-
port would display the ratio of relabeled rate and job completion
time. To estimate the overall performance of crowdsourcing for
each job, the dashboard would also show the ratio of mislabeled
data vs. data with high confidence level in addition to the total
processing time.

Machine Learning report: The machine learning report is used
to track the rate of improvement for the machine learning model.
Thus, the report shows not only the history of accuracy for the
model but also the ratio of data processed through crowdsourcing.
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Algorithm 1 Adaptive Task Assignment

Require: Label confidence scores of prelabeled data PC =
(pc1, pea, - - -, pen), task confidence threshold 6, worker set

‘W, budget B
Ensure: (|Wil,...,|Wy,])
 (Wh,...,W,) =(0,0,...,0)

2. PCyrger = Order(PC)

3: for all pc; € PC,, g4 do

4 Wr,Ch) = arg min
Conf(pci, W;)20,W;eW

5: B=B- C;‘

6: if B <0 then

7: break;

8: return (|[Wi|,..., |Wy|)

> reverse sort PC

Cost(W;)

3 ADAPTIVE TASK ASSIGNMENT (ATA)
ALGORITHM

To best utilize available resources (such as a given budget), we
further study the mechanism to adaptively assign the number of
workers for each crowdsourcing task. In practice, the equal as-
signment of workers per task is not the most effective approach to
achieve satisfactory quality when dispatching large-scale crowd-
sourcing tasks. Advances in machine learning research provide
powerful labeling capabilities in predicting the label for each task
along with a confidence score. Keeping the confidence granular-
ity and the importance of a task in mind, we adjust the number
of workers for each task in pursuit of overall optimization. There-
fore, we propose Adaptive Task Assignment Algorithm to
optimize the crowdsourcing resource utilization.

In Algorithm 1, we outline the steps to determine the number
of workers for each task. Each crowdsourcing task consists of
one single product item with category label predicted by our
product classification engine. Initially, we are given prelabeled
data and label confidence score pc; of each task (provided by our
supervised learning algorithms). Label confidence score ranges
from 0 to 1. Next, we assign workers to crowdsourcing tasks
that are reverse ordered by their label confidence scores. Here
we introduce a threshold called 0, to ensure that the task confi-
dence score of each task (calculated by the Conf(pc, W) function
described below) exceeds 6 eventually. In addition, we use Cost
function to represent the cost for a worker set in search for the
optimal worker set Wl.*, where the total cost C;f‘ of the worker set
is minimal for a task’s confidence score to exceed §. When the
sum of cost C} is equal to budget B, the algorithm terminates and
returns the optimal number of workers |W;*| to assign to each
task.

The task confidence is calculated based on the given label
confidence of prelabeled data and the quality of the assigned
worker.

Conf(pc, W) =

max

C W
ac{Yes,No} Onfa(PC )

We use label confidence score of prelabeled data pc; and worker’s
quality g" to calculate the Bayesian probability [5]. Worker’s
quality ¢* € [0, 1] is the probability that the worker answers the
correct label. As an example, assuming the supervised learning
algorithm provides the prelabeled data with label confidence
score of 0.45; the confidence threshold & = 0.75, and we have
four workers with quality scores 0.5, 0.8, 0.6 and 0.4 respectively
(assessed through golden tasks described above): Initially, we



pick the first two workers in the first iteration, and their answers
are No (rejecting the label assigned by machine learning) and
Yes (confirming the label assigned by machine learning). We can
calculate the task confidence score as the following:

Confyes  0.45-(1—0.5)-0.8 =0.18
Confno o (1—0.45)-0.5- (1 - 0.8) = 0.055,
which lead to

Conf 0.18 076
on = —— = 0.
Yes = .18 + 0.055
0.055
Confne = —— o = 0.24
fNo = 518+ 0.055

Since Conf(pci, {w1, w2}) = 0.76 exceeds 6 = 0.75, it is not
necessary to assign additional workers to this task. In other words,
the ATA algorithm can confidently confirm the machine-assigned
label (i.e, concluding the answer Yes) based on answers from
merely two crowdsourcing workers.

4 DEMONSTRATION

Our system implementation of IDLE is based on Flask (a Python
web framework) and React]S. We use distributed task queue
Celery to handle asynchronous tasks, such as data sampling
and crowdsourcing result retrieval. At the time of writing, IDLE
is undergoing beta testing at Slice Technologies, and we are
actively improving the system. The screenshots for the following
demonstrations can be found in the GitHub repo® of IDLE:

Data Ingestion: Job requester first selects prelabeled data to
ingest into IDLE by picking a category from a data set, uploading
a file, or querying the database with SQL commands. Afterwards,
job requester chooses a sampling strategy and sample count for
filter job creation.

Crowdsourcing Job Configuration: After sampled prelabeled
data are ingested, job requester configures parameters of a crowd-
sourcing task, e.g, reward per assignment and number of assign-
ments per HIT (Human Intelligence Task, a term to denote a sin-
gle crowdsourcing task on Amazon Mechanical Turk platform).
To estimate worker’s quality, the system can also be configured
to automatically include golden tasks (quality control questions)
in the job.

Crowdsourcing Job Creation: Configurations of a crowdsourc-
ing job are reviewed and confirmed prior to job creation. After
publishing a job to crowdsourcing platform, IDLE automatically
performs answer aggregation.

Stats Reporting: Job status and other job-related information
are displayed on the main IDLE dashboard. History of the ma-
chine learning model’s performance is also available for evalua-
tion purposes.

5 CONCLUSIONS

In this study, we present IDLE, an integrated data labeling plat-
form consisting of two main features: quality assessment and
answer aggregation. The platform incorporates the adaptive task
assignment algorithm, an algorithm that enables us to provide a
cost-effective process for training data generation. This stream-
lined process alleviates the impact of highly difficult tasks as well
as of crowdsourcing’s worker bias and worker variance. As a
result, IDLE system empowers researchers to effectively and effi-
ciently collect high-quality training data through collaboration

Shttps://github.com/slice-ncku/IDLE
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between in-house domain experts and external crowdsourcing
workers in an automated and integrated manner. IDLE provides
us an integrated platform for generating large amount of training
data with higher quality, faster speed, and optimal cost.
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