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ABSTRACT

Global-Scale Data Management (GSDM) empowers systems by providing higher levels of fault-tolerance, read availability, and efficiency in utilizing cloud resources. But, at which datacenters should data be placed? Current cloud providers offer tens of datacenters and hundreds of edge datacenters that are globally distributed all over the world. Unlike networks within a datacenter, the topology of the Wide-Area Network (WAN) is asymmetric and diverse—the latency connecting a pair of datacenters can be an order of magnitude larger than the latency connecting another pair. This makes placement a significant factor in performance. However, it is not only placement. The specifics of the transaction management protocol play a crucial role in deciding which placement is ideal. In this paper, we develop GPlacer, a placement optimization framework that embeds the transaction protocol constraints into an optimization to derive both the data placement and the transaction protocol configuration that minimize the overall transaction latency. In developing GPlacer, we discover counter-intuitive lessons about data placement and transaction execution practices. Our evaluation shows that applying these lessons in addition to known best practices generate deployments that reduce the average transaction latency by up to 68%.

1 INTRODUCTION

Internet applications strive for high-performance 24/7 service to clients dispersed around the world. Achieving this is threatened by complete datacenter outages; either planned or unplanned. To overcome these challenges, application services and their backend databases are increasingly being deployed on multiple datacenters spanning large geographic regions (geo-replication). F1 [29], Spanner [11], and Tao [8] are examples of deployed systems that are geographically replicated for fault-tolerance and performance reasons.

Moving to Global-Scale Data Management (GSDM), despite its benefits, raises many challenges that are not faced by traditional deployments. The large WAN communication latency is orders of magnitude larger than the traditional LAN communication latency. Figure 1 illustrates the latency difference between communication messages that occur within the same machine, among different machine in the same datacenter, or in multiple datacenters in different geographical regions. This large communication latency of the WAN motivates systems like Yahoo’s PNUTS [9], Facebook’s Tao [8] and others [17, 24] to trade off replica consistency and/or multi-row transaction support with high availability and scalability. However, enterprise applications and applications with complex and evolving schemas have more requirements in data management systems that provide transactional ACID properties [5, 11, 30]. Application developers spend significant time to build transaction semantics and complex mechanisms, that are error-prone, on top of the eventual consistent datastores in order to handle stale data items and reason about inconsistency [11, 29]. Therefore, in the past few years, many solutions have emerged to provide strongly consistent transactions for geo-replicated databases [11, 16, 18, 21–23]. These solutions use different replication and isolation techniques in order to minimize the number of WAN messages required to achieve strong ACID transactional guarantees for geo-replicated databases, hence reducing the transaction latency.

Data placement is the problem of deciding the subset of datacenters to host a full or a partial replica of the data to achieve a certain objective such as minimizing the transaction latency, minimizing the deployment monetary costs, and any combination of these and other user-defined objective functions.

In this paper, we propose GPlacer; an optimization framework that solves the data placement problem. GPlacer embeds the commit protocol constraints into an optimization to derive both the data placement and the commit protocol configurations that minimize the overall transaction latency. In developing GPlacer, we discover counter-intuitive lessons about data placement and transaction execution practices. These lessons exploit the latency diversity and asymmetry of the WAN links and are widely applicable to Paxos-based commitment protocols [13, 21] and leader-based commitment protocols [5, 11]. GPlacer incorporates these lessons, the commitment protocol constraints, and the application requirements in an optimization to find the placement that minimizes the average transaction latency.

WAN links are diverse and asymmetric; a link connecting a pair of datacenters can be an order of magnitude larger than a link connecting another pair. Table 1 shows the average measured Round-Trip Time (RTT) between every pair of nine Amazon AWS datacenters in California (C), Oregon (O), Virginia (V), São Paulo (SP), Ireland (I), Sydney (Sy), Singapore (Si), Tokyo (T), and Seoul (Se). As shown, the average RTT between California and Oregon datacenters is 22ms while the average RTT between Singapore and São Paulo datacenters is 329ms. Therefore, the number of WAN messages required per transaction is not the only factor that dominates the transaction latency. Transaction latency is a product of both the transaction commit protocol, which
controls the number of the WAN messages required per transaction, and the locations of the replicas, hence the placement, which controls the latency per a WAN message. To illustrate the placement effect on the average obtained transaction latency, we hold the following experiment. We equally distribute clients among the nine AWS datacenters. Three out of the nine datacenters are chosen to host a data replica. The time to reach the closest quorum, two replicas out of these three, is measured for all the clients for all the possible placements and the average latency is reported. Figure 2 shows the effect of only changing the placement on the average obtained latency for all the clients while fixing the protocol. As seen in Figure 2, changing only the placement while fixing all the other parameters (the protocol, the workload distribution, etc.) can lead to a significant change of 1.75x between the minimum and the maximum reported average latency. This latency difference amplifies for real workloads when transactions are executed in chains [20].

Unlike GPlacer that optimizes the placement for multi-row transactional workload with strong consistency requirements, many works focus on optimizing the placement for weaker consistency levels and single-row operations. SPANStore [33] develops an optimization framework to optimize the monetary cost of deploying a geo-replicated key/value store. This framework optimizes the total cost of processing, storage, bandwidth, and I/O and finds the placement that achieves the minimum overall cost while meeting the application requirements. Liu et al. [19], like SPANStore, optimize the deployment monetary cost. However, they consider cost savings exploiting resource reservation payment model instead of the pay-as-you-go payment model while avoiding over reservation. Ping et al. [26] propose the use of a utility function to derive a placement that achieves a balance between the availability and the speed of data access. Volley [4] analyzes data access logs and generates a migration plan for data partitions to minimize the access latency.

Sharov et al. [28] optimize the placement for strong consistent transactions using leader-based protocols. Sharov assumes that a database is sharded into multiple partitions and each partition is replicated independently. Each partition has a leader replica that serializes all the transactions that span this partition to achieve isolation. This leader replicates the updates to a majority quorum of the replica replicas to achieve fault tolerance. Although they provide placements for strong consistent transactional workloads, their optimizations are tightly coupled with leader-based protocols and it does not apply to the many non-leader-based protocols that are widely used such as [6, 13, 16, 21, 25]. Also, their resulting optimal placement allocates all the partition leaders together in one datacenter. Placing all partition leaders in one datacenter introduces the risk of losing access to the entire data until the leaders are re-elected. In addition, the transactions that span a single partition might incur higher latency than the latency observed when the leader of each partition is placed closer to the clients that access this partition.

The rest of the paper is organized as follows. Section 2 explains the transaction model, the client requests, and the assumptions and limitations of application requirements. Although GPlacer can optimize the placement for different classes of commitment protocols, a Paxos-based protocol is used to explain the details of GPlacer. Section 3 formalizes the placement problem into an exhaustive search problem. Although the exhaustive search finds the optimal placement, it does not efficiently scale with the number of datacenters. Therefore, we introduce several placement heuristics that find sub-optimal placements while efficiently scale with the number of datacenters. Section 4 describes the counter-intuitive lessons learned during the development of GPlacer and their effect on the transaction latency. In Section 5, we evaluate the effect of the placement lessons on the transaction latency and the abort rate. We also evaluate the output and the performance of the proposed heuristics compared to the exhaustive search. In Section 6, we explain the changes that need to be done to extend GPlacer to optimize for other protocols. The paper is concluded in Section 7.

## 2 BACKGROUND

Global-scale placement is the problem of deciding which datacenters will store a full or a partial replica of an application’s data subject to a certain objective function. Objective functions can vary between minimizing the deployment monetary cost [19, 33] or minimizing the data access latency for a defined set of client operations [28]. Objective functions are always constrained by the application requirements (e.g., availability, upper bound access time, or bandwidth usage). In this section, we present our storage model and our assumptions about the workload distribution, the application requirements, and the objective function.

The universe of datacenters, denoted by DC, is defined as all the datacenters that can host an application instance and/or a replica of the database. We assume that the application is deployed on a subset of the datacenters \( DC_{\text{app}} \subseteq DC \). The clients of the application are scattered around the globe and for simplicity, we assume that clients are collocated with their closest datacenter. The application is deployed in all the datacenters that have clients. However, these datacenters can be different

---

1. **Application** refers to the middle tier logic.
2. **Replica** refers to a copy of the backend database.
Figure 3: The state-transition diagram of a distributed transaction adopted from [13].

The clients of the application access the globally-distributed storage by issuing transactions, which are collections of read and write operations followed by a commit or an abort. GPplacer considers transactions with strong guarantees, i.e., serializability [7]. Strong consistent transactions on globally-distributed data require more coordination than weaker forms of access like eventual consistency or single-key atomicity—thus making strongly consistent transactions more expensive. A strong consistency transactional interface is more natural to programmers and is required by many applications. Thus, we adopt such strong access semantics for GSDM as others did from both academia [16, 21] and industry [11].

We adopt the distributed transaction model proposed by Gray and Lamport [13]. Figure 3 shows the different states of a transaction and the corresponding execution phases. A client drives the execution of a transaction in three phases. The details of these three phases differ across different transaction management protocols. However, the abstract semantics behind these phases are the same for all the protocols that provide the same strong transactional guarantees. The three phases of a transaction are: the execution phase, the vote collection phase, and the apply phase.

During the execution phase, the transaction is in the working state when read and write operations are processed. We assume that writes are locally buffered at the client and the updates are sent to the data replicas in the second phase. This assumption is widely used in many geo-replicated transaction management protocols [11, 16, 21]. For a read operation, clients communicate with their read coordinator, \( r_c \). The client processes a read request and responds back to the client. The RTT between a client and read coordinator is denoted by \( RTT_{c \rightarrow r_c} \). The total execution phase latency is denoted by \( L_e = n_r \cdot (RTT_{c \rightarrow r_c} + P_{r_c}) \) where \( n_r \) is the average number of read requests per transaction. The transaction management protocol determines the values of \( n_r \), \( RTT_{c \rightarrow r_c} \), and \( P_{r_c} \). Some protocols assume that the client is the read coordinator. In such case, \( RTT_{c \rightarrow r_c} = 0 \). Also, some protocols require that the client issues read requests one by one and others require that the client should batch all the reads in one request. The processing time \( P_{r_c} \) depends on how many replicas \( r_c \) should communicate with to serve a read request. In our model protocol, \( r_c \) has to communicate with a majority quorum to serve each read (we also consider read optimizations later in Section 2.2). As write requests are locally buffered, their effect on the execution phase latency is negligible. During the execution phase, a client might decide to abort the transaction by simply moving the transaction to the aborted state. However, if the client decides to commit the transaction, the transaction is moved to the committed state and the vote collection phase starts.

During the vote collection phase, the client sends the transaction’s details to the commit coordinator \( c_c \) which is responsible for coordinating with the other replicas to decide either to commit or to abort the transaction. Typically, the \( c_c \) uses either two-phase commit (2PC) with two-phase locking (2PL) [11] or quorum-based approaches (e.g., Paxos) with 2PL [21]. The vote collection phase can be mapped to the first phase of the 2PC or the first round of Paxos. The latency of the voting phase is denoted by \( L_v = RTT_{c \rightarrow c_c} + RTT_{c_c \rightarrow p} \) where \( RTT_{c \rightarrow c_c} \) is the RTT between \( c \) and \( c_c \) and \( RTT_{c_c \rightarrow p} \) is the round-trip time between the \( c_c \) and the furthest participant \( p \) included in the voting process.

If the decision of the vote collection phase is to abort, the client is notified, the transaction is moved to the aborted state, the other participants are asynchronously updated, and the obtained locks are released. However, if the decision is to commit, \( c_c \) starts the apply phase by sending the apply message to all the participants. Upon receiving the apply message, the participants commit the transaction, release the locks, and respond back to the coordinator. \( c_c \) notifies the client and the transaction is moved to the committed state. The latency of the apply phase is denoted by \( L_a = RTT_{c \rightarrow p} + \sum_{i=1}^{n_c} RTT_{c \rightarrow c_c} \) as the apply phase takes a round of communication with the participants in addition to the time to inform the client about the decision. A transaction commit latency \( L_c \) is the time spent in the vote collection phase and the apply phase combined: \( L_c = RTT_{c \rightarrow c_c} + 2 \cdot RTT_{c_c \rightarrow p} \). The transaction latency \( L_t \) is the time from the beginning till the end of a transaction: \( L_t = L_v + L_c = n_r \cdot (RTT_{c \rightarrow r_c} + P_{r_c}) + RTT_{c \rightarrow c_c} + 2RTT_{c_c \rightarrow p} \).

GPplacer optimizes the average overall transaction latency over all the clients in different datacenters. It is designed to optimize the placement for a wide class of transaction commitment protocols. In this paper, we focus on optimizing for multi-master Paxos-based protocols [13, 21] and for leader-based protocols [11] both on partitioned fully replicated databases. In multi-master Paxos, each replica can act as the commitment coordinator role and uses the two rounds of Paxos for both transaction isolation and replication. However, in leader-based protocols, a transaction can fall into one of two categories: single-partition transactions or multi-partition transactions. Single-partition transactions span only one partition and the isolation between transactions that span this partition is managed by the leader of this partition. Multi-partition transactions span multiple partitions and typically 2PC is used between the leaders of the partitions involved in a transaction to achieve isolation. In both categories, partition leaders replicate the updates of committed transactions to a majority quorum of their partition replicas using only the second round of Paxos.

In Section 3, we formalize GPplacer. We use Replicated Commit [21] as our protocol model where reads are served from a majority of the replicas and commits are done using the two rounds of Paxos for isolation and replication. In Section 2.2, we explain some commonly used optimization to reduce the execution phase latency. In Section 6, we explain how to extend GPplacer to optimize placement for leader-based protocols like Spanner [11].
2.2 Read optimizations

In this section, we present two widely-used read optimizations that are considered in GPlacer. A read request latency \( L_r = (RRT_{c_{-10-r}} + P_r) \). The first optimization, **optimistic read**, aims to eliminate the read processing time \( P_r \). The second optimization, **passive replica read**, aims to eliminate the time to reach the coordinator \( RRT_{c_{-10-r}} \) and the processing time \( P_r \), by bringing a copy of the data to the client’s datacenter. We define two different types of replicas a datacenter can host: **active replica** or **passive replica**. An active replica contributes synchronously in the voting collection and the apply phases and can act the coordinator and the participant roles. However, a passive replica is a read-only replica. It is asynchronously updated after the transactions are committed.

**Optimistic read** aims to eliminate the read request processing time by optimistically reading data values from the closest active replica without any coordination with other active replicas. This optimization has been introduced before as early as in PostgreSQL local reads [15] and as fast reads in Zookeeper [14]. Applying optimistic reads require validating the value read in the commit phase to guarantee the freshness of the optimistically read values in the execution phase. In Spanner [11], reads are served by the leader of each partition. However, optimistic reads can be beneficial by reading from the closest partition replica instead from the partition leader. In Replicated Commit [21], a client is required to read from a quorum of the replicas. Applying optimistic read reduces the read latency by reading from one replica instead of a quorum.

**Passive replica read** aims to completely eliminate the read latency by processing read requests from a local read-only replica or a **passive replica**. The reason behind this naming is that a passive replica does not participate actively in the commit decision. Therefore, adding more passive replicas does not affect the commit latency. However, these replicas need to be asynchronously updated which increases the bandwidth required per committed transaction. Also, having many passive replicas increases the deployment cost. Data read from a passive replica needs to be validated in the commit phase to guarantee freshness. If the data is frequently updated at the active replicas, the data values read from a passive replica will be stale which increases the transaction abort rate. The concept of passive replica read has also been introduced in [28] as **weak reads**.

GPlacer chooses the set of active replicas and the set of passive replicas. In addition, it assigns \( r_c \) and \( c_c \) for clients in every datacenter. Application requirements are given as inputs to the framework. GPlacer takes as an input the fault tolerance level \( f \), the total number of replicas \( t \), and the workload distribution. \( f \) determines the number of active replicas and \( t \) determines the number of passive replicas. The workload distribution determines which datacenters should have active replicas, which should have passive replicas, and which should not have a replica at all. GPlacer finds placements that optimize the overall average transaction latency for strongly consistent multi-row transaction workloads. However, systems that require non-transactional or weakly consistent operations can easily be tuned in GPlacer’s prototype but we do not discuss them since they were treated in previous works [4, 35].

3 FRAMEWORK FORMULATION

GPlacer finds the placement that minimizes the average transaction latency for partitioned fully replicated databases. As explained in Section 2, Paxos-based protocols use majority quorums for both transaction isolation and replication while leader-based protocols use majority quorums only for replication. Placement for Paxos-based protocols requires finding the subset of datacenters that should host replicas and the majority quorums used by the protocol. Leader-based protocols requires an additional step of placing the leaders of different database partitions on the replicas chosen in the first step. In Section 3.1, we formulate the placement problem into an exhaustive search model for Paxos-based protocols. This model evaluates all the possible placement combinations and returns one placement that achieves the minimum average transaction latency for a given workload. The model finds the placement \( DC_{\text{opt}} \subseteq DC \) and the majority quorums for each replica in this placement that optimizes the objective function. Although the model finds the optimal placement, due to the model complexity, it does not scale with the number of datacenters when multiple cloud providers and edge datacenters are considered. Therefore, in Section 3.2, we introduce two replica-placement heuristics to find placements that are close to optimal among hundreds of datacenters. The performance and the resulting placements of these heuristics are evaluated in Section 5.

3.1 Model formulation

The inputs of GPlacer fall into two categories:

- **Datacenter information**: this includes the number of datacenters \( |DC| \) and the average \( RRT \) between every pair of the datacenters.
- **Application information**: this includes the number of datacenter scale outages \( f \) the deployment should tolerate and the application workload distribution. The workload distribution is denoted by \( c_i \) and represents the number of clients \( c \) at datacenter \( i \).

The outputs of GPlacer include:

- The list of datacenters that should host a database replica.
- The read and the commit coordinator of clients at each datacenter. Clients at one datacenter share the same read and commit coordinators.

As the placement problem can be represented as an optimization model, we first implemented the placement model as an integer program and used the open source GLPK solver [2]. However, the solver could not efficiently scale with the number of datacenters. Many of the optimization constraints are conditional and to convert them to linear constraints, multiple binary output variables are introduced. The binary outputs and their related constraints are quadratic in the number of the datacenters \( O(|DC|^2) \). In addition, GLPK solver introduced performance overhead. Therefore, to conduct a fair comparison with the replica-placement heuristics, we implement both the exhaustive search and the heuristics in Java. The objective function of the placement model is to minimize the average transaction latency of all the clients in all the datacenters. Algorithm 1 shows the details of the exhaustive search model.

Algorithm 1 evaluates all the possible subsets of the input datacenters of size \( 2f + 1 \) and returns the one that minimizes the average transaction latency. The function \( evalLat \), in line 3,
Algorithm 1 Evaluates all the possible placement combinations and returns the one that achieves the minimum average latency for given application requirements.

**Input:** $f, |DC|, RTT_{ij}, V_i \in DC$ and the Set $C = \{V_i \in DC\}$

**Output:** $DC_{db}, DC_{rc}$, and $DC_{cc}$

1. $DC_{db}, DC_{rc}, DC_{cc} \leftarrow \{\}$, $minL \leftarrow \text{MaxInt}$
2. for each $S \subset DC, |S| = 2f + 1$ do
3. $l, S_{rc}, S_{cc} \leftarrow \text{evalLat}(S, RTT, C)$
4. if $l < minL$ then
5. $minL \leftarrow l$, $DC_{db} \leftarrow S$
6. $DC_{rc} \leftarrow S_{rc}$, $DC_{cc} \leftarrow S_{cc}$
7. end if
8. end for

Algorithm 2 Greedily adds one replica at a time achieving the minimum average latency at each iteration.

**Input:** $f, |DC|, RTT_{ij}, V_i \in DC$ and the Set $C = \{V_i \in DC\}$

**Output:** $DC_{db}, DC_{rc}$, and $DC_{cc}$

1. $DC_{db}, DC_{rc}, DC_{cc} \leftarrow \{\}$
2. while $|DC_{db}| < 2f + 1$ do
3. $S \leftarrow DC_{db}$, $minL \leftarrow \text{MaxInt}$, $minDC \leftarrow \phi$
4. for all $dc \in DC$ do
5. if $dc \notin S$ then
6. $S \leftarrow S \cup \{dc\}$
7. $l, S_{rc}, S_{cc} \leftarrow \text{evalLat}(S, RTT, C)$
8. if $l < minL$ then
9. $minL \leftarrow l$, $minDC \leftarrow dc$
10. $DC_{rc} \leftarrow S_{rc}$, $DC_{cc} \leftarrow S_{cc}$
11. end if
12. $S \leftarrow S \setminus \{dc\}$
13. end if
14. end for
15. $DC_{db} \leftarrow DC_{db} \cup \{minDC\}$
16. end while

3.2 Replica-placement heuristics

Although Algorithm 1 finds the optimal placement among all the possible placements, it does not efficiently scale when the total number of the datacenters, $|DC|$, or the number of the replicas, $|DC_{db}|$, increases. Our experiments show that choosing 7 replicas out of 60 datacenters ($\binom{60}{7}$) takes 2 hours while choosing 7 replicas out of hundreds of datacenters (which is the case when we consider edge datacenters) could take years. Therefore, we present two replica-placement heuristics that efficiently find placements with sub-optimal average transaction latency. These replica-placement heuristics consider the two main aspects that affect the transaction latency; the latency between the clients and the replicas and the latency between the replicas each other. The running-time of these heuristics is polynomial in the total number of the datacenters. The performance and the resulting placements of these heuristics are compared to the exhaustive search results in Section 5.2.

The first replica-placement heuristic is shown in Algorithm 2. It uses an iterative greedy algorithm to choose the replicas. It starts with an empty set of chosen replicas $DC_{db} \leftarrow \{\}$, line 1, and at each iteration, it adds one replica to $DC_{db}$ until $2f + 1$ replicas are chosen. The inner loop, lines 4-14, evaluates the effect of adding each unchosen replica to $DC_{db}$ on the average transaction latency and the replica that achieves the minimum latency is added to $DC_{db}$, line 15. $\text{evalLat}$ is the same evaluation function introduced in Algorithm 1 line 3. The intuition behind this heuristic is that choosing the best candidate at each step should lead to a solution that is optimal or close to the optimal.

The second replica-placement heuristic is presented in Algorithm 3. It is based on the K-Means algorithm. It assigns weights to every datacenter, initially equals to the number of clients in this datacenter; line 4. A datacenter weight is updated according to the number of quorums it participates at; line 13. Datacenter weights are iteratively updated and datacenters are sorted by their weights. The top $2f + 1$ datacenters are chosen to host replicas in lines 5 and 18. The algorithm evaluates the placement

4 SURPRISING PLACEMENT LESSONS

During the development of GPlacer, we learned some counter-intuitive lessons about data placement that exploit the diversity
and the asymmetry of the WAN links to decrease the execution and the commit latencies, hence the transaction latency. (The transaction latency $L_t$ is sum of the execution latency $L_e$ and the commit latency $L_c$.) In this Section, we explain the details of these placement lessons and their effect on the transaction latency.

### 4.1 Request handoff

A client executes either read or commit requests. The latency of these two requests can be abstracted as the sum of: $RTT_{c\to c}$, the round-trip time between the client and the request coordinator and $L_p$, the time for the coordinator to process the request.

Therefore, the request latency is mainly affected by the distance between the client and the coordinator, the distance between the coordinator and the participants, and finally the number of communication rounds required between the coordinator and the participants to serve the request. Different transaction management protocols choose the coordinator based on some intuitive heuristics. In [21], Mahmoud et al. assume that the client is the coordinator of a transaction. In Spanner [11], the 2PC coordinator is randomly chosen from the leaders of the partitions involved in a multi-partition transaction. In [23], Nawab et al. choose the coordinator to be the closest replica to the client. However, the choice of the coordinator can drastically affect the request latency. To illustrate this effect, we provide two examples of 2PC and Paxos deployments to show that carefully choosing the coordinator can save up to 48% of the average latency.

#### Two-phase commit: assume there are three data partitions $X$, $Y$, and $Z$ deployed in three AWS datacenters in $SP$, $V$, and $I$ respectively. Now, assume a client in datacenter $I$ wants to commit a transaction $t$ that updates the elements $x_t \in X, y_t \in Y, z_t \in Z$. The commit latency at any coordinator equals to double the $RTT$ between the coordinator and the furthest involved partition leader. Therefore, if the client chooses the leader of partition $Z$ in datacenter $I$ to be the commit coordinator, the resulting commit latency is $2 \cdot \max(RTT_{IV}, RTT_{ISP}) = 2 \times 185 = 370ms$. Although the time between the client and the coordinator is neglected, the latency is still high because the coordinator is relatively far from $SP$. However, if the client chooses the leader of partition $Y$ in datacenter $V$ to be the commit coordinator, the resulting commit latency is $RTT_{IV} + 2 \cdot \max(RTT_{IV}, RTT_{ISP}) = 73 + 2 \times 121 = 315ms$ saving around 15% of the commit latency without modifying any constraint of the original 2PC protocol. Also, when datacenter $V$ is the 2PC coordinator, the participant at datacenter $I$ will be notified about the commit decision after $RTT_{IV} + \max(RTT_{IV}, RTT_{ISP}) + RTT_{IV} = 36.5 + 121 + 36.5 = 194ms$. The participant at datacenter $I$ can directly inform the client with the decision saving around 48% of the latency obtained when $I$ is chosen to be the coordinator.

#### Paxos: assume there are five replicas of the database in datacenters $I, V, SP, O, and C$ as shown in Figure 4. A client in datacenter $SP$ wants to commit a transaction which requires to execute the two rounds of Paxos to reach a consensus about the commit decision. The latency of the two rounds of Paxos equals to double the $RTT$ between the coordinator and the furthest replica in the closest majority to the coordinator. Therefore, if the client in $SP$ chooses the replica in $SP$ to be the coordinator, the resulting commit latency equals to $2 \cdot \max(RTT_{SP}, RTT_{SPV}, RTT_{SPO}) = 2 \cdot \max(1, 121, 182) = 2 \times 182 = 364ms$. However, if the client in $SP$ delegates the coordination to the replica in $V$, the resulting commit latency will be $RTT_{SPV} + 2 \cdot \max(RTT_{TV}, RTT_{IV}, RTT_{VC}) = 121 + 2 \times 73 = 267ms$ saving around 26.6% of the commit latency obtained when $SP$ is chosen to be the coordinator.

We presented a primitive version of the handoff idea in [34]. To generalize, for any request $R$ from a client at datacenter $A$, it might be beneficial to handoff this request to a replica at datacenter $B$ if the summation of $RTT_{AB}$ and the time for datacenter $B$ to serve this request $L_B$ are less than $L_A$, the time to serve this request at datacenter $A$. In other words, request handoff from datacenter $A$ to datacenter $B$ is beneficial if $L_A > RTT_{AB} + L_B$. This optimization is widely applicable on different protocols and different request types.

### 4.2 Cover all the optimization aspects

During our SIGMOD demo [34], we ask the participants to place 5 data replicas in 5 out of the 9 datacenters shown in Figure 5. The participants are told that the data is fully replicated in the 5 chosen datacenters and the commitment protocol uses the two rounds of Paxos for isolation and replication and reads are served from the closest quorum. In addition, optimistic read and passive replica reads can be used and there is no restriction on the number of passive replicas that can be used. Finally, the workload at each site is represented by the number of blue clients at each datacenter and handoff can be used when possible.

When passive replica read is enabled and there is no restriction on the number of passive replicas assuming low contention, the commit latency contributes the most to the average transaction latency. As explained in Section 2, the commit latency is expressed as:

$$L_c = RTT_{c\to c} + 2 \cdot RTT_{c\to p}.$$  

Most of the demo participants tried to optimize the time to reach the commit coordinator $c_c$ by placing the active replicas at the datacenters that have clients. Although this strategy is intuitive and reduces the time to reach $c_c$ to zero, it does not find the placement the minimizes the overall average commit latency. This happens because the datacenters that have clients happen to be far from each other and the time to reach a quorum of participants is maximized using this strategy.

Figure 5 shows that the placement that minimizes the commit latency must consider all the optimization aspects of the commit latency. It places quorums of replicas close to each other (quorums are shown using the dotted curves) and uses handoff to handoff the commitment to replicas that can quickly form a quorum (handoff is shown using solid arrows). Surprisingly, in this example, non of the chosen replicas are placed in datacenters that have clients.
5 EVALUATION

A performance evaluation study of the request handoff, the read optimizations, and the proposed heuristics is conducted in this section. In our study, we first evaluate the effect of the read optimizations and the request handoff on execution and commit latencies in Section 5.1. In Section 5.2, we evaluate the performance of the replica-placement heuristics introduced in Section 3.2. We compare the running time and the resulting placement latencies of these heuristics to the running time and the placement latencies of the exhaustive search algorithm in Algorithm 1.

5.1 Placement optimizations

5.1.1 Experimental setup. We use the placement scenario in Figure 4 to evaluate the effect of read optimizations and request handoff on the transaction latency. Request handoff exploits the diversity of the WAN links to decrease the transaction latency and this scenario shows a good example of this diversity. RTTSPEC > 8RTTOC. Amazon EC2 machines in Ireland (I), Virginia (V), São Paulo (SP), Oregon (O), and California (C) datacenters are leveraged as infrastructure for our experiments. Larger machines are used in datacenters C and O so that we can measure the handoff effect without causing throttling in datacenters C and O. Compute optimized machines are used because computing is the main source of contention in our experiments. We use one compute optimized (c4.large) machine with 2 vCPUs and 3.75 GB of RAM in datacenters V, I, and SP while we use one compute optimized (c3.4xlarge) machine with 16 vCPUs and 30 GB of RAM in datacenters C and O. We assign active replicas to servers in C, O, and V while we assign passive replicas to servers in I and SP. These machines use HBase [3] as the underlying persistent data store. The average RTTs are sampled over 48 hours using AWS nano machines pinging each other. The data is fully replicated in all five datacenters and an optimistic Paxos-based concurrency control protocol is used. A transaction requires two majority rounds to commit and the read-set is validated at commit time. We implemented multiple versions of the protocol based on how read requests are processed in the execution phase. Maj0 is conservative and requires read requests to be processed from a majority of the active replicas. Maj1 implements the optimistic read optimization and requires read requests to be processed from one active replica. Maj2 implements the optimistic read and passive replica optimizations and processes read requests from either active or passive replica. Transaction commitment is implemented the same way in all three versions.

The commit handoff optimization is applied on all three versions and it only changes the way a commit coordinator is chosen. For this, we implemented Maj0h, Maj1h, and Maj2h to apply the handoff optimization on the three protocol implementations. We compare the average obtained commit and transaction latencies for all the three implementations with and without applying the handoff optimization. In addition, we compare transaction throughputs and abort rates for all three implementations.

Dedicated client machines in each datacenter generate client workloads. Each client machine is configured with a read coordinator and a commit coordinator. Also, client machines execute a workload thread per client. Clients are uniformly distributed among the 5 datacenters in all the experiments unless otherwise stated. Client machines use YCSB [10] to generate workloads. Since YCSB is not designed to generate multi-record transactions, we use Transactional YCSB (T-YCSB) [12], an extended version of YCSB that generates multi-record transactions, for this purpose. T-YCSB generates transactions that consist of read and write operations on different data records followed by a commit. Each transaction is configured to have five operations. The ratio of read to write operations is 1:1 unless otherwise specified. Read and write operations choose a key from a pool of 50000 keys following a zipfian distribution. This small number of keys enables us to observe the performance of the system under contention. Each client can have only one outgoing transaction. Clients submit a new transaction as soon as they receive a decision for their ongoing transaction. Each experiment runs for 10 minutes.

5.1.2 Experimental results. Transaction latency. Active replicas are placed in only three datacenters C, O, and V. Therefore, a majority quorum consists of two active replicas. The Maj0 implementation assumes that clients at each datacenter drive their transactions (no handoff). Also, it assumes that reads have to be processed from at least two active replicas and commits have to be accepted by and applied to at least two active replicas. Maj0h allows clients in SP to handoff their commit to O and clients in I to handoff their commits to C. Maj1h and Maj2h allow the same handoff plans while enabling optimistic reads in Maj1h and optimistic reads and passive replica reads in Maj2h.

Figure 6 shows the effect of increasing the number of clients from 10 to 200 on transaction latency. As a transaction requires two round trips to a quorum of two active replicas to commit, clients in C and O have their location as an advantage that they can always achieve lower transaction latencies and higher throughputs than clients in other sites as long as the number of clients is equal in all the datacenters. Therefore, to measure the effect of the placement optimizations on transaction latency in isolation from the throughput, we use the normalized transaction latency as a comparison metric between different implementations. The normalized transaction latency $L_{\text{norm}}$ is the average of the average transaction latency in all the datacenters $L_{\text{norm}} = \frac{L_{C} + L_{O} + L_{I} + L_{SP} + L_{OC}}{5}$ where $L_i$ is the average transaction latency at datacenter $i$. As shown in Figure 6a, applying read optimizations in Maj2 significantly enhances $L_{\text{norm}}$ by 48% compared to Maj0. Also, the handoff in Maj2h enhances $L_{\text{norm}}$ by 26% compared to Maj2 leading to a total enhancement of 60% compared to Maj0. Increasing the number of clients beyond 100 (20 at each datacenter) causes throttling in server machines. This throttling leads to an increase in the overall transaction latency and a decrease in the benefit obtained from the applied optimizations. Figures 6b and 6c shows the effect of applying read optimizations and handoff on transaction latencies at I and SP.
Figure 7: Overall average commit latency as number of clients increases.

Commit latency. Figure 7 shows the effect of the placement optimizations on the overall average commit latency. While the normalized transaction latency is significantly enhanced by applying read optimizations, read optimizations negatively affect the overall commit latency. By reducing the execution phase latency, the number of active transactions that are ready to commit increases and leads to an increase in the commit latency. However, applying handoff enhances the overall average commit latency by 10 – 15% in Maj0h, Maj1h, and Maj2h compared to Maj0, Maj1, and Maj2 respectively.

Figure 8: Throughput as number of clients increases. Figures 8a, 8b, and 8c share one plotting legend.

respectively. As shown, read optimizations and handoff together in Maj2h enhances transaction latency compared to Maj0 by 62% and 68% in I and SP respectively. Also, handoff in Maj2h saves 30% and 38% of the transaction latency compared to Maj2 for clients in I and SP. Figure 6d presents the effect of the placement optimizations on the transaction latency in C. As shown, read optimizations significantly reduce the transaction latency in C by 49% as reads are served locally. This applies until throttling happens. After throttling, the transaction latency in C increases for Maj2 because serving reads locally in all the datacenters increases the frequency of the transactions that are ready to commit in the system causing more contention in datacenters C and O. The handoff slightly increases the transaction latency in C and its negative effect is negligible before the throttling happens.
Abort rate. The abort rate is a result of many factors, such as the amount of contention, the number of concurrent transactions, the lifetime of a transaction, and others. As shown, the overall abort rate is below 1% for all six different implementations. However, we observed two important patterns that are worth analyzing. First, read optimizations increase the abort rate by 100% for some experiment runs. Obtaining the read-set from a local copy increases the chances of reading a stale value and hence increasing transaction aborts. However, these stale values have a small life-time as all the passive replicas are asynchronously updated. Second, handoff decreases the abort rate by 25–30% because a transaction’s lifetime is shortened by reducing the overall transaction latency and specifically the high latency transactions in I and SP.

Abort rate. The abort rates are shown in Figure 9. The abort rate is a result of many factors, such as the amount of contention, the number of concurrent transactions, the lifetime of a transaction, and others. As shown, the overall abort rate is below 1% for all six different implementations. However, we observed two important patterns that are worth analyzing. First, read optimizations increase the abort rate by 100% for some experiment runs. Obtaining the read-set from a local copy increases the chances of reading a stale value and hence increasing transaction aborts. However, these stale values have a small life-time as all the passive replicas are asynchronously updated. Second, handoff decreases the abort rate by 25–30% because a transaction’s lifetime is shortened by reducing the overall transaction latency and specifically the high latency transactions in I and SP.

5.2 Replica-placement heuristics

We evaluate the replica-placement heuristics in this section. This evaluation tries to answer two questions: How fast can these heuristics find a placement? and how good is this placement compared to the optimal placement?. For that, we compare the performance and the resulting placements of the proposed heuristics in Algorithms 2 and 3 to the performance and the resulting placements of the exhaustive search in Algorithm 1 at scale. We assume that optimistic reads and passive replica reads are enabled. Therefore, we use commit latency as a comparison metric as the transaction execution latency is negligible when reads and writes are served locally and none of the replicas are overloaded with requests. The proposed heuristics and the exhaustive search programs are all implemented in Java which allows us to conduct a fair comparison. The exhaustive search algorithm evaluates all possible placement combinations and returns the placement that achieves the minimum average commit latency for a certain workload. Algorithm 2 introduces a greedy heuristic that adds one replica at a time achieving the minimum average transaction latency at each iteration. Algorithm 3 is inspired by the K-Means algorithm and it assigns initial weight to each datacenter equals to the number of clients at this datacenter. Weights are updated based on the quorums a datacenter participates at and based on handoff.

Finding the optimal placement of five replicas within ten datacenters can be efficiently done. It requires the evaluation of only 252 different placements and the exhaustive search is sufficient in this case. However, in a more realistic setting, the number of datacenters around the globe, including edge datacenters, may easily exceed 4000 datacenters. Also, it has been shown in [33] that it is economically efficient to deploy storage in datacenters of different cloud providers as non of them provides cheaper storage in all the deployment regions. To choose five datacenters out of 4000 datacenters requires to evaluate 8.5e+15 different placements. To get a sense of the space size and the running time, we evaluated the exhaustive search algorithm and the heuristics proposed in Section 3.2 using different datasets.

First, we generate multiple datasets of datacenters DC distributed around the globe with randomly chosen round-trip time 0 ≤ RTT ≤ 500 ms. We also make sure that the triangle inequality holds among any three datacenters such that ∀A,B,CDC \( RTT_{AB} + RTT_{BC} ≥ RTT_{AC} \). Second, we distribute the workload around the generated datacenters with ratios between 0 – 10. We use the generated data as inputs to both the exhaustive search program and the placement heuristics. These experiments are run locally on an Intel Core i5-3210M CPU 2.50GHz with 8GB of RAM.

Running time. In this part of the evaluation, we answer the first question, namely How fast can these heuristics find a placement?. Figures 10a and 10b show a running time comparison between the exhaustive search and the placement heuristics when the number of replicas are 5 and 7 respectively. As shown, the running time of the exhaustive search grows exponentially with the number of datacenters while the running time of both heuristics are negligible(< 1 second). Also, the exponential power significantly increases as the number of replicas required to be placed increases. This shows that it is infeasible to use the exhaustive search when the datacenter set size exceeds few tens.

Resulting placements. The second part of the evaluation answers the second question about the quality of the placements found by the proposed heuristics. We compare the commit latency of the resulting placement to the optimal commit latency of the resulting placement decided by the exhaustive search. Figures 11a and 11b show the relative commit latency of the heuristics compared to the optimal commit latency when the number of placed replicas are 5 and 7 respectively. In these figures, the optimal commit latency is represented by 1.0. A relative comparison of the commit latency is shown for both the placement heuristics and the best of the two heuristics as well. As shown, the best of the two heuristics is optimal in 70% of the cases and within 5% – 11% of the optimal in the rest of the cases. As the running times of both heuristics is negligible, we can always run both the heuristics and choose the best placement out of the two results. Figure 11 suggests that neither heuristics beats the other in all cases.

6 GPLACER EXTENSIONS

In this section, we discuss how GPlacer can be extended to optimize the placement for leader-based protocols. In leader-based protocols, a transaction can fall into one of two categories: single-partition transactions or multi-partition transactions. Single-partition transactions span only one partition and the isolation between transactions that span this partition is managed by the
leader of this partition. Multi-partition transactions span multiple partitions and typically 2PC is used between the leaders of the partitions involved in a transaction to achieve isolation. In both categories, partition leaders replicate the updates of committed transactions to a majority quorum of their partition replicas using only the second round of Paxos.

The average transaction latency for leader-based protocols is affected by the following factors:

- The distance between the client and the partition leader
- The distance between the partition leader and its replicas
- The distance between different partition leaders involved in multi-partition transactions
- The percentage of multi-partition transactions $P_{mp-txn}$ (how often 2PC is required to be executed)

The first two factors mainly affect single-partition transactions while the last two factors mainly affect multi-partition transactions. Finding the optimal placement for leader-based protocols can easily become impractical. Consider a database with $p$ partitions and we want to place the leaders of these partitions on $r$ replicas. There are $r^p$ different placement combinations and finding the optimal placement by checking all the combinations is impractical. For example, if a database has 500 partitions and we want to place these partitions among 5 replicas. To find the optimal leader placements, $5^{500}$ different combinations need to be evaluated. Therefore, different heuristics are usually used to limit the search space.

### 6.1 Leader-placement heuristics

A solution that considers all the optimization aspects should adapt the placement based on the percentage of the multi-partition transactions $P_{mp-txn}$. Sharov et al. [28] place the leaders of all the partitions in one datacenter. Algorithm 4 implements the leader-placement heuristic introduced in [28]. It iterates over all the replicas, line 4, and evaluates the latency assuming that the partition leaders are placed in the currently evaluated replica. The replica that achieves the minimum latency is returned. This heuristic optimizes the placement when $P_{mp-txn}$ is high. However, when $P_{mp-txn}$ is low, placing the leaders of all the partitions in one datacenter can hurt the performance in addition to introducing a single point of failure.

The second heuristic is to independently place the leaders of different partitions. For every partition, place its leader at the same datacenter where it is accessed the most. This heuristic optimizes the placement when $P_{mp-txn}$ is low and partitions are mostly accessed from one datacenter.

#### Algorithm 4

Finds datacenter $dc_i \in DC$ that achieves the minimum average transaction latency assuming all the partition leaders are put together in one datacenter.

**Input:** $DC$, $RTT_{ij}$, $Vi, j \in DC$, and $c_i \forall i \in DC$

**Output:** $dc_i$

1. $dc_i \leftarrow \emptyset$, $l \leftarrow \text{MaxInt}$
2. for all $j \in DC$
3. \hspace{1em} $\text{tempL} \leftarrow 0$
4. \hspace{1em} for all $i \in DC$
5. \hspace{2em} $\text{tempL}+ = c_i \cdot (RTT_{ij} + q_j)$ // $q_j$ is the time for replica $j$ to reach its closest quorum from $DC$.
6. \hspace{1em} end for
7. \hspace{1em} if $\text{tempL} < l$ then
8. \hspace{2em} $l \leftarrow \text{tempL}$, $dc_i \leftarrow j$
9. \hspace{1em} end if
10. end for
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**Figure 10:** The running time (seconds), in log scale, of exhaustive search and placement heuristics as number of datacenters increases. Figures 10a and 10b show the running time when 5 replicas and 7 replicas are chosen respectively. Both figures share one plotting legend.
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**Figure 11:** A comparison of the resulting commit latency of placements by exhaustive search and placement heuristics as number of datacenters increases. Figures 11a and 11b compare the estimated latency when 5 replicas and 7 replicas are chosen respectively. Both figures share one plotting legend.
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Input: $DC$, $RTT_{ij}$, $Vi, j \in DC$, and $c_i \forall i \in DC$
Placing all the partition leaders in one datacenter favors multi-partition transactions while independently placing them in multiple datacenters favors single-partition transactions. When the workload is a mixture of both transaction categories, both heuristics fail to optimize the placement. Therefore, we present a third heuristic that optimizes the placement when the workload is divided between the two categories. This heuristic uses GPlacer to find the set of $2f + 1$ datacenters that should host a replica $DC_{db}$ according the workload distribution. Then it runs Algorithm 5 to independently place the leaders of each partition among the chosen replicas. The second heuristic independently places partition leaders in the universe of all datacenters $DC$ while the third heuristic limits the placement to the set of datacenters that are chosen by GPlacer $DC_{db}$. In Section 6.2, we compare the resulting placements of the three heuristics.

**Algorithm 5** Places the leader of each partition among the chosen replicas and closer to the clients who access this partition the most.

**Input:** $DC_{db}$, and $p_i \forall i \in DC$ and $\forall p \in P // P$ is the set of all partitions and $p_i$ is the percentage of access for partition $p$ from datacenter $i$. 

**Output:** $\forall p \in P l_p$

1. for all $p \in P$ do
2. $i \leftarrow \max(\forall j \in DC p_j)$
3. $l_p \leftarrow nearest(dc \in DC_{db}, i) // returns the nearest datacenter $dc \in DC_{db}$ to datacenter $i$.
4. end for

### 6.2 Leader-placement heuristics evaluation

We compare the expected average commit latency of the resulting leader placements using the three heuristics. The percentage of distributed multi-partition transactions is varied and the expected commit latency is calculated for the three heuristics. Before placing partition leaders in the third heuristic, we use the exhaustive search algorithm to find $DC_{db}$. Then, we use the heuristic to place partition leaders among the chosen replicas.

The commit latency of a single partition transaction is estimated as the RTT from the client datacenter to the partition leader datacenter plus the RTT from the partition leader datacenter to a majority of the partition replicas. The commit latency of a multi-partition transaction requires an addition 2PC between the involved partitions. In our evaluation, we assume that the 2PC added latency is negligible if all the involved partition leaders are placed together and two round-trips to all the partition leaders if they are not placed together. This assumption favors algorithm 4 over our proposed heuristic in algorithm 5.

Figure 12 shows the expected commit latency when the three heuristics are used to place partition leaders. The expected commit latency is shown in a log scale in the y-axis and the percentage of the multi-partition transaction is shown in the x-axis. In this scenario, clients are distributed among 10 datacenters and 5 datacenters host replicas for heuristic 3. A transaction has to be replicated to 3 replicas before it is committed. As heuristic 1 places all partition leaders in one datacenters, the average commit latency does not change with the percentage of multi-partition transactions. Therefore, the average estimated commit latency is a horizontal line. However, for heuristics 2 and 3, increasing the percentage of multi-partition transactions boosts the average commit latency as the cost of the 2PC between all partition leaders increases. Figure 12 suggests that heuristic 2 should be used to place partition leaders as long as $P_{mp-txn}$ is low (below 9%). Heuristic 3 should be used when $9\% < P_{mp-txn} < 25\%$ and heuristic 1 should be used if $P_{mp-txn}$ is high (above 25%). Typically, the percentage of multi-partition transactions is < 10% [31, 32].

**Figure 12:** A commit latency comparison between leader-placement heuristics as the percentage of multi-partition transaction increases.

It is important to mention that the commit latency crossing lines between the three heuristics are different for different scenarios and estimates should be calculated a priori to decide which leader placement achieves the minimum commit latency for a given scenario. Our framework evaluates the outcomes of the three heuristics and choses the placement that achieves the minimum latency.

### 7 CONCLUSION

In this paper, we address the data placement problem of geo-replicated databases with strong consistency guarantees. We present different placement optimizations to reduce transactions execution latency and commit latency. These placement optimizations are widely applied on different distributed transaction management protocols. Our evaluation shows that applying the read optimizations and the request handoff optimization could reduce transaction latency by 68% and increases throughput by 170%. To address the placement problem at scale, we propose different placement heuristics that can efficiently find sub-optimal placements within 5–10% of the optimal placements. Experiments show that these heuristics are able to scale without significantly reducing the quality of the resulting placements from the optimal placement. Finally, we discuss three partition leader placement heuristics to place partition leaders. Experiments show that none of the three heuristics is superior when the percentage of multi-partition transactions changes. Unlike in [28] which uses one heuristic to place partition leaders regardless of the percentage of multi-partition transactions, our framework switches between different heuristics when the percentage of multi-partition transactions changes.

### 8 ACKNOWLEDGEMENT

This work is partially funded by the NSF grant CNS-1703560.

**REFERENCES**


