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Figure 2: Comparison of NS algorithms of different classes on different data distributions.

We generate unsorted data using four distributions D1–4,
whereby we vary one parameter for each of them. D1 is a
uniform distribution with a min of 0 and a max varying from
0 to 232 − 1. D2 is a normal distribution with a standard
deviation of 20 and a mean varying from 64 to 231. For D3,
90% of the values follow a normal distribution with a stan-
dard deviation of 2 and a mean of 8, while 10% are drawn
from a normal distribution with the same standard devia-
tion and a mean varying from 8 to 231. That is, 90% of the
data elements are small integers, while 10% are increasingly
large outliers. D4 is like D3, but with a ratio of 50:50. While
D1–2 have a high data locality, D3–4 do not.

The results for D1 can be found in Fig. 2 (a-d). The
bit-aligned algorithms SIMD-BP128 and SIMD-FastPFOR
always achieve the best compression rates, since they can
adapt to any bit width. Masked-VByte is the fastest com-
pressor for small values, although it is not even vector-
ized. However, for larger values, SIMD-BP128 is the fastest,
but comes closer to 4-Wise NS as the values grow. SIMD-
GroupSimple yields the highest decompression speed for max-
imums up to 32. From there on SIMD-BP128 and SIMD-
FastPFOR are the fastest, while SIMD-GroupSimple and
4-Wise NS come quite close to their performance, especially
for the values for which they do not waste too many bits due
to their coarser granularity.

For D2 (Fig. 2 (e-h)) we can make the same general obser-
vations. However, the steps in the curves of the byte-aligned
algorithms become steeper, since D2 produces values with

less distinct bit widths than D1.
The results of D3 (Fig. 2 (i-l)) reveal some interesting

effects. Regarding the compression rate, SIMD-FastPFOR
stays the winner, while SIMD-BP128 is competitive only for
small outliers. For large outliers it even yields the worst
compression rates of all five algorithms. This is due to the
fact that SIMD-BP128 packs blocks of 128 integers with the
bit width of the largest element in the block, i.e., one outlier
per block affects the compression rate significantly. SIMD-
FastPFOR on the other side, can handle this case very well,
since it – like all variants of PFOR – is explicitly designed
to tolerate outliers. The byte-aligned algorithms 4-Wise NS
and Masked-VByte are worse than SIMD-FastPFOR, but
still quite robust, since they choose an individual byte width
for each data element and are, thus, not affected by outliers.
SIMD-GroupSimple compresses better than SIMD-BP128 in
most cases, since outliers lead to small input blocks, while
there can still be large blocks of non-outliers. In terms of
compression speed, SIMD-BP128 is still in the top-2, but it
is overtaken by 4-Wise NS for large outliers. Concerning de-
compression speed, 4-Wise NS overtakes SIMD-BP128 when
the outliers need more than 12 bits. SIMD-FastPFOR is
nearly as fast as 4-Wise NS, but achieves much better com-
pression rates. Regarding the aggregation, SIMD-BP128 is
still the fastest algorithm, although SIMD-FastPFOR comes
very close for small outliers and 4-Wise NS for large outliers.

D4 increases the amount of outliers to 50%. The compres-
sion rate of SIMD-BP128 does not change any more, since
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