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TS =
#tweets by user on topic

#tweets by user

MI =
#mentions of user on topic

#mentions of user

RI =
#retweets of user ′s tweets on topic

#retweets of user ′s tweets

The first two feature, TS and MI, measure how much the
user is specialized in the topic of interest. The third feature,
RI, measures the influence of the user.

Before we perform the ranking, we normalize and aggre-
gate the features. To normalize the features, we compute
their z-score. For instance, if µTS is the average of TS and
σTS its standard deviation, we compute zTS = x−�T S

�T S
. In

practice, the features appear to be log-normally distributed.
Therefore, we take their logarithm to obtain Gaussian distri-
butions. To aggregate the scores, we used a weighted sum,
using the authors’ guidelines.

In their paper, Pal and Counts propose an optional fil-
tering step, based on cluster analysis. This step is compu-
tationally expensive, and it is contrary to our objective of
improving recall. Therefore, we discarded it in our imple-
mentation.

4. COLLECTING TOPICS OF EXPERTISE
In this section, we describe how we build our collection of

expertise domains. During the extraction phase, we derive
a graph of semantic relationships from the search query log.
During the clustering phase, we detail how to decompose
this graph into communities, using a parallel, modularity-
based approach.

4.1 Extracting Semantic Relationships
To build our collection of related topics, we exploit the

search log of a commercial search engine. We chose this
source because it is intrinsically current and exhaustive.

How can we infer semantic connections between terms
from a search log? We propose to exploit the URLs clicked
for each keyword. This approach lets us detect non-obvious
semantic associations, and it is practical to implement [1].
Consider a vector space where each dimension represents a
URL from the query log. In this space, we associate each
query to a vector. Each component of the vector represents
the number of clicks on the URL. To obtain the similarity
between two terms, we can compute the cosine distance be-
tween the two vectors which represent them. If we compute
the distance between every possible pair of terms, we obtain
a term similarity graph. In this weighted, undirected graph,
each vertex represents a query, and the edges describe their
similarity. We illustrate this operation with Figure 2. This
graph gives us the material for our next step: the community
detection.

In practice, a few adjustments are necessary. For instance,
we remove all the queries which appear less than 50 times
per month, to reduce noise and save space. Even after this
operation, the same term can appear with dozens, sometimes
hundreds of variants (e.g.., san francisco, #sanfrancisco,
sf, . . . ). We leave these queries unchanged (no stemming,
or correcting), in order to capture as many different cases as
possible.
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Figure 2: Extracting the similarity between terms
from the search log.

4.2 Detecting High-Level Domains
Once the similarity graph is built, our next step is to

create groups of related keywords. We solve this problem
with community detection. The idea is to identify groups
of queries which are densely connected to each other, but
loosely connected to the rest of the graph. We assume that
if a group of keywords obeys such a property, then we can
use it to expand queries. The network analysis literature
contains dozens of ways to formalize this notion [10]. We
base our system on modularity maximization [13], which is
simple and widely studied. We first present the original se-
quential algorithm, proposed by Newman et al., then we
introduce our parallel variant.

4.2.1 Modularity Maximization
Overview. Consider an undirected graph G = (V,E).

For the sake of presentation, we consider that this graph is
not weighted, but that more than one edge can connect two
nodes1. Consider a set of vertices C � V . The modularity
measures how densely connected C is. To compute it, we
count the number of edges within the set, and compare to
what we would expect if the edges were drawn randomly
between G’s vertices, preserving the vertex degrees. The
modularity is the difference between these two terms. Let
E describe the expected value:

Modularity = #edges� E[#edges] (1)

Partition G’s vertices into p partitions C1, . . . , Cp. If we
sum the modularities of each of these partitions, we obtain
the total modularity :

TMod(fC1, . . . , Cpg) =
X
i∈1::p

Mod(Ci) (2)

1We can convert the similarity graph described in the pre-
vious section into this representation. To do so, we rescale
and discretize the weights to obtain integers. Then, we cre-
ate one edge for each unit.
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Set Name Count Examples
Sports 100 49ers, hernandez, buffalo bills, nascar, baltimore ravens
Electronics 100 bluetooth, ipad mini, garmin, xbox, vacuum cleaners
Finance 100 nasdaq, dow futures, msft, quotes, bloomberg
Health 100 scoliosis, asthma, diabetes, bmi, bulimia
Wikipedia 100 world war II, aashiqui 2, lycos, beyonce, albert einstein
Top 250 250 sarah palin, mapquest, honda, antonov225, saudi arabia

Table 1: Queries used for our crowdsourcing study.

Figure 7: Graph and communities around the term \49ers".

(49ers draft), or players (bruce ellington, vernon davis).
We see that the query-log distance lets us detect semantic
associations - we could not have detected these relations
with a string-based distance. The three other groups con-
tain topics which are somehow related to the 49ers, but not
closely enough to be used in query expansion. The light blue
community contains topics related to San Francisco tourism.
This is not surprising, because the 49ers is the o�cial team
of the city. The light green one mentions \SF Gate", which
is a popular San Francisco newspaper (with a thick sports
section). The dark green set focuses on Colin Kaepernick, a
star player in the 49ers.

6.2 Impact on Expertise Retrieval
In this section, we demonstrate e#’s e�ectiveness on Web

data with a crowdsourcing study.

6.2.1 Experimental Setting
We compare two algorithms: Pal and Counts’ algorithm,

detailed in the second section of this paper, and e#. To
test the algorithms, we used queries which reect popular
interest in many di�erent domains. Our assumption is that
if a topic is popular on the Web in general, then it is likely
to be popular on social media too. We used six sets, de-
scribed in Table 1. The sets Sports, Electronics, Finance
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Data set Baseline e# Improvement
Sports 0.87 0.96 10%
Electronics 0.89 0.98 10%
Finance 0.94 0.97 3.1%
Health 0.82 0.98 19%
Wikipedia 0.83 0.87 4.8%
Top 250 0.64 0.86 35%

Table 8: Proportion of queries for which at least one
candidate expert was found, before and after query
expansion.

and Health contain the 100 most popular search terms from
a commercial search engine, for each category. The set
Wikipedia contains the title of the top 100 Wikipedia pages
visited in 2014. It gives us an alternative view of popular
interests. To increase diversity, we added the set Top 250,
which contains the top 250 queries of a commercial search
engine for July 2014. In total, we used 750 different queries.

We provide some examples of experts for the queries 49ers,
bluetooth, dow futures, diabetes, World War I, and Sarah
Palin in Tables 2, 3, 4, 5, 6 and 7 respectively. We observe
that the experts are diverse: among others, we notice jour-
nalists (CNBC Newsroom), individuals (Arthur Hogan), sup-
port groups (Diabetes 101) and local associations (Wales
Remember).

To assess the quality of the results, we were assisted by 64
crowdworkers, provided by a commercial third party. Eva-
luating expertise is a challenge for two reasons. First, the
workers themselves must have some knowledge of the topic
to recognize other experts. Second, the task is somehow
subjective. We strived to incorporate these considerations
in our experimental design. For each query, we generated
up to 15 experts per algorithm and interleaved the results.
To avoid worker fatigue, we chunked the resulting sets into
smaller sets of at most 6 experts. We also randomized the
order to prevent the position bias. We asked the workers to
spot “non-experts”, that is, accounts from which they could
not get any objective information about the topic of inter-
est. We chose to exclude “non-experts”, rather than validate
experts, because we assumed that the former task requires
less background knowledge than the latter. We gave exam-
ples, encouraged high response times, presented links to the
Twitter pages, and gave crowdworkers the option to ignore
questions for which they were not confident. We filtered
spammers with trivial preliminary questions. We set up
the experiments such that each expert was reviewed by 3
different workers, and aggregated the results with majority
voting.

6.2.2 Impact on Recall
In Table 8, we present the impact of query expansion on

the size of the result sets. We show the number of queries
for which at least one expert was found, before and after
expansion. We note that in all six cases, we obtain a neat
improvement. We notice the smallest performance gain with
the Finance set: the baseline results are already very high,
and e# only brings a 3% improvement. We observe the
most dramatic effects with Top 250: e# answers 35% more
queries. This result is not surprising: we trained e# on the
search log from which the queries come from, therefore we
expected it to perform well.

(a) Sets electronics, finance, and health.

(b) Sets commerce, top 250, and Wikipedia.

Figure 8: Effect of the query expansion on the num-
ber of experts per query.
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Figure 9: Impact of the z-score on the number of
experts for the set Top 250.

Figure 8 present a finer view of e#’s impact on the num-
ber of experts retrieved for each query set. It presents the
number of queries for which the algorithms return n experts
or more, with n varying between 0 and 14. For instance,
the leftmost bars show that 100% of queries have 0 hits or
more. The rightmost bars show the number of queries for
which our algorithms found 14 experts or more. In almost
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Jianshu et al. is, to our knowledge, the first team to
have published work about expert detection on Twitter [20].
Their system is based on a graph describing the topical sim-
ilarity between the users. To detect authorities, they run a
variant of PageRank on this graph for each topic. An alter-
native was proposed by Pal et al. [14]. We introduce a pro-
duction version of their framework. Recent work has studied
how to incorporate location data into expertise retrieval, fo-
cusing on “local” experts rather than “general” experts [6].

As our framework is based on query expansion, we do not
compete with any of these approaches. Our system can work
with any Expertise Retrieval system.

7.2 Query Expansion.
Authors have proposed query expansion methods for decades

in document search. Researchers were already building“classes
of similar terms”to improve search before 1960 [16]. To mea-
sure the proximity between terms, they used co-occurence in
the training documents. Qiu et al. proposed a notable im-
provement with “concept-based” query expansion [16]. The
main idea was to represent the terms by points in a vector
space, where each dimension represents a document. From
this representation, it was possible to build a so-called sim-
ilarity thesaurus. Recent publications have shown that ex-
ternal source of knowledge can also improve search, such as
WordNet [19] or ontologies [12].

Our work differs from all of the above because we use a
query log. This source of data is relevant for two reasons.
First, it is relatively easy to manipulate: we do not have
to process the whole collection of documents (in our case,
this would mean the whole Web). Second, it is constantly
renewed; thus, we believe that the microblogging vocabulary
is better captured by this source than by existing ontologies.
Other authors have used query logs for query expansion,
such as Cui et al. [8]. They observe that if a set of documents
is frequently selected for a certain keyword, then their terms
are probably strongly correlated to this keyword. However,
they still use the underlying documents.

It seems that little work was presented on query expan-
sion in the context of expertise retrieval. Macdonald et al.
have mostly focused on local query expansion, i.e., using top
ranked documents for pseudo-relevance feedback [11]. Balog
et al. have presented ways to incorporate external evidence
of expertise into language models [3]. These lines of work
are complementary to ours, but they are not overlapping.

8. CONCLUSION
We introduced an approach for expertise detection on so-

cial media that emphasizes recall. We showed that finding
related domains of interests can be expressed as a graph
community detection problem. We presented a parallelized
implementation and showed the evaluation results on a large
Twitter data set. Our findings demonstrated that e# can
increase the number of experts without losing quality. Fu-
ture work includes expanding into other social networks such
as Quora and Facebook, and exploring different community
detection paradigms.
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