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ABSTRACT

With the explosion of large, dynamic graph datasets from various fields, graph partitioning and repartitioning are becoming more and more critical to the performance of many graph-based Big Data applications, such as social analysis, web search, and recommender systems. However, well-studied graph (re)partitioners usually assume a homogeneous and contention-free computing environment, which contradicts the increasing communication heterogeneity and shared resource contention in modern, multicore high performance computing clusters. To bridge this gap, we introduce PARAGON, a parallel architecture-aware graph partition refinement algorithm, which mitigates the mismatch by modifying a given decomposition according to the nonuniform network communication costs and the contentiousness of the underlying hardware topology. To further reduce the overhead of the refinement, we also make PARAGON itself architecture-aware.

Our experiments with a diverse collection of datasets showed that on average PARAGON improved the quality of graph decompositions computed by the de-facto standard (hashing partitioning) and two state-of-the-art streaming graph partitioning heuristics (deterministic greedy and linear deterministic greedy) by 43%, 17%, and 36%, respectively. Furthermore, our experiments with an MPI implementation of Breadth First Search and Single Source Shortest Path showed that, in comparison to the state-of-the-art streaming and multi-level graph (re)partitioners, PARAGON achieved up to 5.9x speedups. Finally, we demonstrated the scalability of PARAGON by scaling it up to a graph with 3.6 billion edges using only 3 machines (60 physical cores).

1. INTRODUCTION

It is well-known that graph (re)partitioning has been extensively studied in the area of scientific simulations [14, 34]. Yet, its importance is continuously increasing due to the explosion of large graph datasets from various fields, such as the World Wide Web, Protein Interaction Networks, Social Networks, Financial Networks, and Transportation Networks. This has led to the development of graph-specialized parallel computing frameworks, e.g., Pregel [21], GraphLab [19], and PowerGraph [13]. Pregel, as a representative of these computing frameworks, embraces a vertex-centric approach where the graph is partitioned across multiple servers for parallel computation. Computations are often divided into a sequence of supersteps separated by a global synchronization barrier. During each superstep, a user-defined function is computed against each vertex based on the messages it received from its neighbors in the previous step. The function can change the state and outgoing edges of the vertex, send messages to the neighbors of the vertex, or even add or remove vertices/edges to the graph.

Traditional Graph Partitioners Clearly, the distribution of the graph data across servers may impact the performance of target applications significantly. Graph partitioning has been studied for decades [14, 34], attempting to provide a good partitioning of the graph data, whereby both the skewness and the communication (edge-cut) among partitions are minimized as much as possible, in order to minimize the total response time for the entire computation. However, classic graph partitioners such as METIS [23] and Chaco [7] do not scale well with large graphs.

Streaming Graph Partitioners Streaming graph partitioners (e.g., DGILDG [39], arXiv’13 [11], and Fennel [42]) have been proposed in order to overcome the scalability challenges of classic graph partitioners, by examining the graph incrementally. One of the main shortcomings of these approaches is that they also assume uniform network communication costs among partitions as classic graph partitioners do. That is, they all assume that the communication cost is proportional only to the amount of data communicated among partitions. This assumption is no longer valid in modern parallel architectures due to the increasing communication heterogeneity [47, 8]. For example, on a 4 * 4 * 4 3D-torus interconnect, the distance to different nodes starting from a single node varies from 0 to 6 hops.

Architecture-Aware Graph Partitioners Architecture-aware graph partitioners [24, 8, 46] have been proposed to improve the mapping of the application’s communication patterns to the underlying hardware topology. Chen et al. [8] (SoCC’12) took architecture-awareness a step further, by making the partitioning algorithm itself partially aware of the communication heterogeneity. However, both [8] and [24] (ICA3PP’08) are built on top of existing heavyweight graph partitioners, namely, METIS [23] and PARMETIS [30], which...
are known to be the best graph partitioners and repartitioners in terms of partitioning quality but have poor scalability. Finally, although Xu et al. [46] (TKDE’15) proposed a lightweight architecture-aware streaming graph partitioner, the partitioner may lead to suboptimal performance for dynamic graphs [43].

**Traditional Graph Repartitioners** Most real-world graphs are often non-static, and continue to evolve over time. Because of this graph dynamism, both the quality of the initial partitioning and the mapping of the application communication pattern to the underlying hardware topology will continuously degrade over time, leading to (a potentially significant) load imbalance and additional communication overhead. Considering the sheer scale of real-world graphs, repartitioning the entire graph from scratch using [46, 8, 24], even in parallel, is often impractical, either because of the long partitioning time or the huge volume of data migration the repartitioning may introduce. To address this, several graph repartitioning algorithms have been proposed, such as Zoltan [1, 6] and ParMetis [30, 33]. Although they are able to greatly reduce the data migration cost, they are all architecture-agnostic and do not scale well with massive graphs.

**Parallel/Lightweight Graph Repartitioners** Parallel lightweight graph repartitioners (e.g., CatchW [37], xdgp [43], Hermes [26], Mizan [17], arXiv’13 [11], and LogGP [45]) have been proposed to improve the performance and scalability of graph repartitioning. Instead of seeking an optimal partitioning at once, these algorithms adapt the graph decomposition to changes efficiently by incrementally migrating vertices from one partition to another based on some local heuristics. However, they are all oblivious of the nonuniform network communication costs among partitions.

**Limitations of the State-of-the-Art** Despite the plethora of graph partitioners and repartitioners (Figure 1), the current state-of-the-art is suffering from two main problems:

- Graph (re)partitions either consider architecture-awareness (for both intra-node communication) or consider performance (i.e., parallel/lightweight implementation), but never both. This is illustrated in Figure 1, where the top-right corner is empty (except for PARAGON, which is presented in this paper).
- No existing graph (re)partitioner considers the issue of shared resource contention in modern multicore high performance computing (HPC) clusters. Shared resource contention is a well-known issue in multicore systems and has received a lot of attention in system-level research [15, 41].

**Our prior work** We have previously presented an architecture-aware graph repartitioner, ARAGONLB [48]. Although ARAGONLB considers the communication heterogeneity for target applications, it disregards the issue of shared resource contention, and the repartitioning itself is not architecture-aware. Moreover, the refinement algorithm that ARAGONLB uses to improve the mapping of the application communication pattern to the underlying hardware topology requires the entire graph to be stored in memory by a single server, which is infeasible for large graphs. Furthermore, the refinement algorithm is performed sequentially, which may become a performance bottleneck. Finally, ARAGONLB assumes that compute nodes used for parallel computation have the same number of cores and memory hierarchies, which may not always be true.

**Contributions** In this paper, we present PARAGON, which overcomes both limitations of the current state-of-the-art graph repartitioners by extending ARAGONLB in the following aspects.

1. We separate the refinement algorithm, ARAGON, from ARAGONLB as an independent component, and develop a parallelized version of ARAGON, PARAGON, for large graphs (Section 3, 4, 5).
2. We further reduce the overhead of PARAGON by making it aware of the nonuniform network communication costs (explained in Section 2.1).
3. We perform an extensive experimental study of PARAGON with a diverse set of 13 datasets and two real-world applications, demonstrating the effectiveness and scalability of PARAGON (Section 7).

2. MOTIVATION

In this section we explain the importance of architecture-awareness (i.e., communication heterogeneity and shared resource contention) for efficient graph (re)partitioning.

2.1 Communication Heterogeneity

For distributed graph computations on multicore systems, communication can be either inter-node (i.e., among cores of different compute nodes) or intra-node (i.e., among cores of the same compute node). In general, intra-node communication is an order of magnitude faster than inter-node communication. This is because in many modern parallel programming models like MPI [27, 25], a predominant messaging standard for HPC applications, intra-node communication is implemented via shared memory/cache [16, 5], while inter-node communication needs to go through the network interface. Additionally, both inter-node and intra-node communication are themselves nonuniform.

**Nonuniform Inter-Node Network Communication** Modern parallel architectures, like supercomputers, usually consist of a large number of compute nodes linked via a network. Consequently, the communication costs among compute nodes vary a lot because of their varying locations. For example, in the Gordon supercomputer [28], the network topology is a 4x4x4 3D torus of switches with 16 compute nodes attached to each switch. As a result, the distance to different compute nodes starts from a single node varies from 0 to 6 hops. Also, supercomputers often allow multiple jobs to concurrently run on different compute nodes and contend for the shared network links, limiting the effective network bandwidth available for each job and thus amplifying the heterogeneity.

**Nonuniform Intra-Node Network Communication** Communication among cores of the same compute node is also nonuniform because of the complex memory hierarchy. Communication among
cores sharing more cache-levels can achieve lower latency and higher effective bandwidth than cores sharing fewer cache-levels. For example, in the architecture described by Figure 2a, communication among cores sharing L2 caches (e.g., between the first and second core of Socket 0) offers the highest performance, while communication among cores of the same socket but not sharing any L2 cache (e.g., between the first and third core of Socket 0) delivers the next highest performance. Communication among cores of different sockets performs the worst. Similarly, in Figure 2b, cores of the same socket (intra-socket communication) usually communicate faster than cores residing on different sockets (inter-socket communication). This is because intra-socket communication can be achieved via the shared caches, while inter-socket communication has to go through the front-side bus and the off-chip memory controller (Figure 2a) or the inter-socket link controller (Figure 2b).

Take-away To improve the performance of graph-based big-data applications, we should not only minimize the number of edges across different partitions (edge-cut), but also the number of edge-cuts among partitions having higher network communication costs (hop-cut). This is the major difference between architecture-agnostic solutions (that only minimize edge-cut) and architecture-aware ones (that try to minimize both edge-cut and hop-cut).

### 2.2 Intra-Node Shared Resource Contention

As mentioned above, MPI intra-node communication is implemented via shared memory, which can either be user-space or kernel-based [16, 5]. Current MPI implementations often use the former for small messages and the latter for large messages. The user-space approach requires two memory copies. The sender first needs to load the send buffer into its cache and then write the data to the shared buffer (which may require loading the shared buffer block into the sender’s cache first). Then, the receiver reads the data from the shared memory (which may demand loading the shared memory block and receiving buffer into the receiver’s cache first). For kernel-based approaches, the receiver first loads the send buffer directly to its cache with the help of the OS kernel. Then, the receiver writes the data to the receiving buffer (which may require loading the receiving buffer into its cache first). Clearly, kernel-based approaches reduce the number of memory copies to be one, mitigating the traffic on the memory subsystem. However, it demands a trap to the kernel on both the sender and receiver, making it inefficient for small messages. As can be seen, intra-node communication generates lots of memory traffic and cache pollution, which may saturate the memory subsystem if we put too much communication within each compute node. This issue is further amplified by the increasing contentiousness of the shared resources in modern multicore systems. Table 1 summarizes the resources that different cores may have to compete for when they are communicating with each other for the architectures presented in Figures 2a and 2b. The summary is based on whether the cores are on the same socket and whether they share the last level cache (LLC).

**Table 1: Intra-Node Shared Resource Contention**

<table>
<thead>
<tr>
<th>Cores/Resources</th>
<th>Sharing</th>
<th>Contention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core Group</td>
<td>Socket 0</td>
<td>L1</td>
</tr>
<tr>
<td>UMA</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fig. 2a</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>NUMA</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fig. 2b</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

**Take-away** Focusing solely on placing neighboring vertices as close as possible is not sufficient to achieve superior performance. In fact, putting too much communication within each compute node may even hurt the performance due to the traffic congestion on memory subsystems. Counter-intuitively, offloading a certain amount of intra-node communication across compute nodes may sometimes achieve better performance. This is because inter-node communication is often implemented using Remote Direct Memory Access (RDMA) and rendezvous protocols [40], which allow a compute node to read data from the memory of another compute node without involving the processor, cache, or operating system of either node, thus alleviating the traffic on memory subsystems and cache pollution. Additionally, it is reported in [3] that modern RDMA-enabled networks can deliver comparable network bandwidth as that of memory channels. This requires us to examine the impact of multi-core architecture on graph partitioning more carefully, especially for small HPC clusters, since the network may no longer be the bottleneck.

### 3. PROBLEM STATEMENT

Let $G = (V, E)$ be a graph, where $V$ is the vertex set and $E$ is the edges set, and $P$ be a partitioning of $G$ with $n$ partitions, where

$$P = \{P_i : \bigcup_{i=1}^{n} P_i = V \text{ and } P_i \cap P_j = \phi \text{ for any } i \neq j\}$$

and let $M$ be the current assignment of partitions to servers, where $P_i$ is assigned to server $M[i]$. The server can be either a hardware thread, a core, a socket, or a machine.

**Architecture-aware graph partition refinement** aims to improve the mapping of the application communication pattern to the underlying hardware topology by modifying the current partitioning of the graph, such that the communication cost of the target application, given the specific hardware topology, is minimized. The modification usually involves migrating vertices from one partition to another partition. Hence, in addition to the communication cost, the refinement should also minimize the data migration cost among partitions. Also, to ensure balanced load distribution in terms of the computation requirement, the refinement should keep the skewness of the partitioning as small as possible.
We define the communication cost of a partitioning $P$ as:
\[ \text{comm}(G, P) = \alpha \sum_{e = (u, v) \in E} w(e) \cdot c(P_i, P_j) \]  
where $\alpha$ specifies the relative importance between communication and migration cost, which is usually set to be the number of supersteps carried out between two consecutive refinement/repartitioning steps, $w(e)$ is the edge weight, indicating the amount of data communicated along the edge per superstep, and $c(P_i, P_j)$ can be either the relative network communication cost, the degree of shared resource contentiousness between $P_i$ and $P_j$, or a hybrid of both. Existing architecture-agnostic graph (re)partitioners usually assume $c(P_i, P_j) = 1$.

The migration cost of the refinement is defined as:
\[ \text{mig}(G, P, P') = \sum_{v \in V} v \cdot w(P_i) \cdot c(P_i, P_j) \]  
where $v \cdot w(v)$ is the vertex size, reflecting the amount of application data represented by $v$, and $P'$ denotes the partitioning after being refined/repartitioned.

The skewness of a partitioning, $P$, is defined as:
\[ \text{skewness}(G, P) = \frac{\max\{w(P_1), w(P_2), \ldots, w(P_n)\}}{\sum_{i=1}^{n} w(P_i)} \]  
where $w(P_i) = \sum_{v \in P_i} w(v)$ with $w(v)$ denoting the vertex weight (i.e., the computation requirement of the vertex).

Self Architecture-Awareness In fact, the refinement algorithm itself should be architecture-aware (during its execution), since the refinement may also result in a lot of communication.

4. OUR PRIOR WORK: ARAGON

ARAGON is a serial, architecture-aware graph partition refinement algorithm proposed by us in [48]. It is a variant of the Fiduccia-Mattheyses (FM) algorithm [12]. It tries to reduce the application communication cost by modifying the current decomposition according to the nonuniform network communication costs of the underlying hardware topology. Each time it takes as input two partitions of the $n$-way decomposition and the relative network communication costs among partitions. For each input partition pair, it attempts to improve the mapping of the application communication pattern to the underlying hardware topology by iteratively moving vertices between them. During each iteration, it tries to find a single vertex such that moving it from its current partition to the alternative partition would lead to a maximal gain, where the gain is defined as the reduction in the communication and migration cost. Upon each movement of a vertex, $v$, it also updates the gain of $v$'s neighbors of the partition pair. This process is repeated until all vertices are moved once or the decomposition cannot be further improved after a certain number of vertex movements.

ARAGON can only refine one partition pair at a time, it is repeatedly applied to all partition pairs sequentially.

The gain of moving vertex $v$ from its current partition, $P_i$, to its refinement partner, $P_j$, is defined as:
\[ g_{i,j}^{v}(v) = g_{\text{topo}}^{i,j}(v) + g_{\text{comm}}^{i,j}(v) \]  
Here, $g_{\text{topo}}^{i,j}(v)$ considers the impact of the movement on the communication between $P_i$ and $P_j$, defined as:
\[ g_{\text{comm}}^{i,j}(v) = \alpha \cdot (d_{\text{ext}}(v, P_j) - d_{\text{ext}}(v, P_i)) \cdot c(P_i, P_j) \]  
where $d_{\text{ext}}(v, P_i)$ denotes the amount of data $v$ communicates with vertices of partition $P_i$, formally defined as:
\[ d_{\text{ext}}(v, P_i) = \sum_{e = (u, v) \in E, u \in P_i} w(e) \]  
The second term of Equation 5, $g_{\text{topo}}^{i,j}(v)$, considers the impact of the movement on the communication between $v$ and its neighbors in other partitions in addition to $P_i$ and $P_j$. We define it as:
\[ g_{\text{topo}}^{i,j}(v) = \alpha \cdot \sum_{k=1}^{n} d_{\text{ext}}(v, P_k) \cdot c(P_i, P_k) - c(P_j, P_k) \]  
The third term of Equation 5, $g_{\text{comm}}^{i,j}(v)$, considers the impact of the movement on migration cost, which is defined as:
\[ g_{\text{comm}}^{i,j}(v) = v \cdot w(v) \cdot c(P_i, P_k) - c(P_i, P_k) \]  
where $P_k$ is the owner of $v$ in the original decomposition. The current owner of $v$, $P_i$, may be different from its original owner, $P_k$, due to the refinement.

Example In the decomposition shown in Figure 3, we have a graph with unit weights and sizes and is initially distributed across 3 machines: $N_1$, $N_2$, and $N_3$. The relative network communication costs among partitions are shown in Figure 6. Clearly, the number of edges among partitions goes from 4 in Figure 3 to 3 in Figure 4. In fact, if we assume uniform network communication costs among partitions, Figure 4 would be the optimal decomposition of the graph. However, if we consider the case where all network costs are not equal (as in Figure 6), then the decomposition in Figure 4 can be further improved by moving vertex $a$ to $P_2$ (Figure 5). Even though moving vertex $a$ from $P_1$ to $P_2$ increases the communication cost between $P_1$ and $P_2$ by 1, it actually reduces the communication cost between $a$ and $b$ by 5, since the relative network communication cost between $P_1$ and $P_2$ is 6, while that of $P_2$ and $P_3$ is 1. For the same reason, moving $a$ to $P_3$ also decreases the migration cost of $a$ by 5, since vertex $a$ was originally in $P_3$.

5. PARAGON

Motivation Clearly, one naive implementation of ARAGON could be as follows: server $M[i]$ is responsible for the refinement of $P_i$ with all its partners $P_{i+1}, P_{i+2}, \ldots, P_n$, and server $M[i + 1]$ can...
not start its refinement for $P_{i+1}$ until server $M[i]$ finishes its refinement. One major issue of this approach is that it requires the entire graph to be sent across network $n + 1$ times. An advantage of this approach is that each server only needs to hold two partitions in memory at a time (one for its local partition and the other one for the refinement partner). In our prior work [48], ARAGON goes for another extreme, where all servers send their local partitions to a single server that is responsible for the refinement of all partition pairs. By doing this, ARAGON only needs to send the entire graph over network once, significantly reducing the communication traffic. One drawback of this approach is that it requires the server to store the entire graph in memory. Another issue is that the server can easily become a performance and scalability bottleneck.

Overview Based on the observation above, PARAGON takes a middle point of the two extremes, where it allows multiple servers to do the refinement in parallel, each of which is responsible for the refinement of a group of partitions. In this way, we can enjoy the benefits of both extremes without worrying about their drawbacks. Algorithm 1 describes the main idea of PARAGON. During refinement, each server runs an instance of the algorithm with its local partition $P_i$ and the relative network communication cost matrix $c$ as its input. The algorithm first selects a server as master node (Line 1), and then computes everything needed by the master node to make the parallelization decision (Line 2). The master node decides how to split partitions into groups such that each group can be refined independently on different servers and the selection of group servers (Line 4–6). The group servers take responsibility of the refinement of each group. Once the decision has been made, each server will send their vertices to the corresponding group servers (Line 7). Upon receiving all the vertices from their group members, group servers will start to do the refinement of each group independently (Line 8–13). After finishing the refinement of its group, group servers will notify their group members about the new locations of their vertices (Line 15). Then, each server will physically migrate vertices to their new owners accordingly (Line 16).

Partition Grouping To assign a partition to a group, we consider three factors: (1) to minimize the refinement time, each group should have roughly equal number of partitions; (2) members of each group should be carefully selected, since the gain of refining each partition pair may vary a lot. Thus, to maximize the effectiveness of refinement, we should group together partitions leading to high refinement gain; and (3) we should minimize the cross-group refinement interference, because the gain of refining one partition pair heavily relies on the amount of data they communicate with other partitions. This is different from the standard FM algorithms, which solely compute the gain of migrating each vertex based on the data it communicates with vertices of the partition pair. For example, in the decomposition of Figure 4, the communication between vertex $a$ and $j$ contributes most to the gain of moving $a$ from $P_1$ to $P_2$ for PARAGON. However, for standard FM algorithms, the gain of migrating $a$ to $P_2$ will be -1, since $a$ has two neighbors in $P_1$ and $P_2$. Unfortunately, there is no clear way to do the grouping, since we could not use the state-of-the-art graph partitioners (i.e., METIS) to compute a high-quality initial decomposition, due to their poor scalability. As a result, the input decomposition to PARAGON will probably have edge-cuts across all partitions. Fortunately, we find that random grouping along with the shuffle refinement (the remedy technique presented below) works quite well.

Shuffle Refinement To mitigate the impact of cross-group refinement interference and increase the gain of the refinement, we perform an additional round of refinement once all the group servers finish the refinement of their own groups. We call this shuffle refinement a refinement.

<table>
<thead>
<tr>
<th>Algorithm 1: PARAGON</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data:</strong> $P_i, c$</td>
</tr>
<tr>
<td><strong>Result:</strong> new locations of vertices of $P_i$</td>
</tr>
<tr>
<td>1 masterNodeSelection($c$)</td>
</tr>
<tr>
<td>2 partitionStat($P_i, ps$)</td>
</tr>
<tr>
<td>3 if server $M[l]$ is master node then</td>
</tr>
<tr>
<td>4 $pg = partitionGrouping()$</td>
</tr>
<tr>
<td>5 $gs = optGroupServerSelection(pg, ps, c)$</td>
</tr>
<tr>
<td>6 partitionGroupServerBcast(gs)</td>
</tr>
<tr>
<td>7 sendPartitionToGroupServers($P_i, gs$)</td>
</tr>
<tr>
<td>8 if server $M[l]$ is a group server then</td>
</tr>
<tr>
<td>9 $pg = recvPartitionsFromMyGroupMembers(gs)$</td>
</tr>
<tr>
<td>10 foreach $P_j \in pg$ do</td>
</tr>
<tr>
<td>11 if $i \neq j$ then</td>
</tr>
<tr>
<td>12 shuffleRefinement($pg$)</td>
</tr>
<tr>
<td>13 vertexLocationUpdate($pg$)</td>
</tr>
<tr>
<td>14 physicalDataMigraton($P_i$)</td>
</tr>
</tbody>
</table>

In this round, each group server first exchanges the changes it made to the decompositions such that each group server has the up-to-date load information of each partition and the up-to-date locations of the neighbors of each vertex. Then, each group server swaps some of its partitions randomly with other group servers. Subsequently, each group server starts another round of refinement with the new grouping. The reason why shuffle refinement is a remedy to the above issue is because it increases the number of partition pairs refined by PARAGON and thus the solution space that PARAGON explores. For example, for a graph with 4 partitions and 2 groups, PARAGON originally only refines 2 out of the 6 partition pairs. However, if the group servers swap one of their partitions, PARAGON will refine 4 partition pairs instead of 2. In fact, we can repeat this shuffle refinement multiple times to further expand the solution space PARAGON explores, thus further alleviating the impact of cross-group refinement interference and increasing the gain we can obtain.

The idea of shuffle refinement is very straightforward, but it is not easy to efficiently implement, especially the propagation of the changes that each group server made. One easy way to achieve this is to use a distributed data directory, like the one provided by Zoltan [1]. In this scheme, each group server only needs to make an update to the data directory first, and then all the group servers can pull the up-to-date locations for the neighbors of their vertices. We found that this approach is very inefficient for really big graphs in terms of both memory footprint and execution time. It requires around $O(|V| + |E|)$ data communication. Another way to achieve this is to maintain an array at each group server, forming a mapping from vertex global identifiers to their locations. In this way, the exchange can easily be achieved via a single (MPI) reduce operation, requiring only $O(|V|)$ data communication. This approach is much more efficient than the distributed data directory approach in terms of execution time, but it is not memory scalable for large graphs.

In our implementation, we adopt a variant of the second approach. That is, we first chunk the entire global vertex identifier space into multiple smaller equal sized regions. Each region contains vertices within a contiguous range. By default, the region size

3In distributed graph computation, each vertex has a unique global identifier across all partitions and a unique local identifier within each partition.
equals $k = \min\{2^{2^n / |V|}, n\}$, where $V$ is the vertex set of the entire graph. Correspondingly, the exchange is split into multiple rounds. Each round only exchanges the locations of vertices of one region. With this scheme, we only need to maintain a smaller array at each group server and thus the amount of data communication remains unchanged. Although this scheme requires scanning the edge lists of each partition multiple times, it is much more efficient than the distributed data directory approach.

Degree of Refinement Parallelism Theoretically, the number of groups we can have can be any integer between 1 and $2^n$, where $n$ is the number of partitions of the graph. Clearly, if the number of groups equals 1, PARAGON degrades to ARAGON, in which all servers will send their local partitions to a single group server for sequential refinement. The reason why there is an upper bound is because each group needs to have at least 2 partitions for the refinement to proceed. Typically, the higher the number is, the faster the refinement will finish. However, there is a tradeoff between the degree of parallelism and the quality of the resulting decomposition we can have. This is because the higher the number is, the fewer partitions each group will have and thus the fewer partition pairs will be refined. Given a graph with $n$ partitions and $m$ groups, PARAGON only refines $\frac{m(n-m)}{2m^2}$ partition pairs, while ARAGON refines all $\frac{m(n-1)}{2}$ partition pairs. In other words, ARAGON will eventually select an optimal migration destination among all partitions for each vertex, whereas PARAGON only considers a subset of the partitions for each vertex. This also explains the reason why the resulting decompositions computed by PARAGON are usually poorer than those of ARAGON. Fortunately, the shuffle refinement technique we proposed helps to address the issue.

Group Server Selection Once the master node finishes the grouping process, it will select an optimal server for each group, such that the cost of sending partitions of the group to the group server is minimized. For example, in case of Figure 4, where we assume that $P_1$, $P_2$, and $P_3$ are of one group, we should select server $M[2]$ as the group server intuitively since $c(P_1, P_2) = c(P_2, P_3) = 1$ while $c(P_1, P_3) = 6$. To achieve this, we define the cost of selecting server $M[s]$ as the group server for group $g$ as:

$$\sum_{P_i \in g} ps[i] \ast c(P_i, P_s) \ast (1 + \frac{\sigma(s)}{drp})$$

Here, $ps[i]$ denotes the number of edges associated with vertices of $P_i$, which is a good approximation for the amount of data each server needs to send to their group servers. $\sigma(s)$ is the number of group servers that have been designated on the compute node that server $M[s]$ belongs to. It should be noticed that server $M[s]$ can be a hardware thread, a core, a socket, or a machine. $drp$ is the degree of refinement parallelism (number of group servers). The last term ($1 + \frac{\sigma(s)}{drp}$) is the penalty that is added to avoid the concentration of multiple group servers into a single compute node, reducing the chance of memory exhaustion. Once all group servers are selected, the master node will broadcast the group servers of all groups to all slave nodes. Then, each server will send its vertices (as well as their edge lists) to their corresponding group servers, after which the group servers will start to refine partitions of their own groups independently.

Reducing Communication Volume Clearly, PARAGON with the shuffle refinement disabled requires the entire graph to be sent over the network once, and PARAGON with the shuffle refinement enabled demands more data communication. For really big graphs, the communication volume may get very high. Thus, we follow the same approach proposed in [35] to reduce the communication volume. Specifically, instead of sending the entire partition to their group servers, each server only needs to send vertices that can be reached by a breadth-first search from boundary vertices of each partition within $k$-hop traversal. Boundary vertices are vertices that have neighbors in other partitions. The rationale behind this is that if a vertex is very far from the boundary vertex, the chance that it get moved by PARAGON to another partition to improve the decomposition is very small. Surprisingly, we find that PARAGON is not sensitive to $k$ in terms of the partitioning quality, and that a larger $k$ does not always lead to partitions of higher quality. However, it may increase the refinement time greatly. Thus, in our implementation, we set $k = 0$ by default. In other words, we only send boundary vertices of each partition to the group servers.

In fact, [35] has presented a solution to parallelize the standard FM algorithms [12]. However, it may require a graph with $n$ partitions to be sent over the network $n - 1$ times in case the initial decomposition has edge-cuts across all partition pairs. Furthermore, the presence of communication heterogeneity complicates things greatly. First, ARAGON has to be applied to all partition pairs, whereas standard FM algorithms, which assume uniform network communication costs, only need to refine partition pairs that have edge-cuts between them. Second, during each refinement iteration of a single partition pair, standard FM algorithms only need to consider migrating vertices of both partitions that have neighbors in the alternative partition. On the other hand, PARAGON has to consider migrating all boundary vertices.

Master Node Selection As presented so far, each server (slave node) needs to send some auxiliary data (i.e., the number of vertices/neighbors) of their local partitions to the master node for the parallelization decision, and the master needs to broadcast the decision it made to all slave nodes. To reduce the communication cost between the master node and the slave nodes, we also select the master node in an intelligent way using the following heuristic:

$$\min_{m \in [1,n]} \sum_{i=1}^{n} c(P_i, P_m)$$

The heuristic tries to find a server $M[m]$ that will result in minimal network communication cost as the master node. For example, in case of Figure 4, we should select server $M[2]$ as the master node. Clearly, the selection of master node can be made locally by each server without synchronizing with each other.

Physical Data Migration To support efficient distributed computation, we also provide a basic migration service for graph workloads. Considering that physical data migration is highly application-dependent, the migration service only takes responsibility for the redistribution of the graph data itself. It is the users who are responsible for the migration of any application data associated with each vertex. That is, the users should save the application context before using our migration service and restore the context afterwards. For example, in breadth first search, each vertex is usually associated with a value indicating its current distance to the source vertex. Users need to keep track of the distance value of each vertex while migrating. For complicated workloads, users can exploit the migration service provided by Zoltan [1] to simplify the migration.

6. CONTENTION AWARENESS

So far, we have presented how we parallelize ARAGON. In this section, we will cover how we make PARAGON aware of the issue of shared resource contention in multicore systems. We know that, guided by a given network communication cost matrix, PARAGON is able to gather neighboring vertices as close as possible, and that
where $p_i$ and $p_j$ are two partitions collocated in a single compute node; $\lambda$ is a value between 0 and 1, denoting the degree of contention; and $s_1$ denotes the maximal inter-node network communication cost, while $s_2$ equals 0 if $p_i$ and $p_j$ reside on different sockets and equals the maximal inter-socket network communication cost otherwise. Clearly, if $\lambda = 0$, PARAGON will only consider the communication heterogeneity, and $\lambda = 1$ means that intra-node shared resource contention is the biggest performance bottleneck, which should be prioritized over the communication heterogeneity. It should be noticed that PARAGON with any $\lambda \in (0, 1]$ considers both the contention and the communication heterogeneity. Considering the impact of both resource contention and communication heterogeneity is highly application- and hardware-dependent, users will need to do simple profiling of the target applications on the actual computing environment to determine the ideal $\lambda$ for them.

7. EVALUATION

In this section, we first evaluate the sensitivity of PARAGON to varying input decompositions computed by different initial partitioners and the impact of its two important parameters: the degree of parallelism and the number of shuffle refinement times (Section 7.1). We then validate the effectiveness of PARAGON using two real-world graph workloads: Breadth-First Search (BFS) [4] and Single-Source Shortest Path (SSSP) [20], which we implemented using MPI (Section 7.2). Finally, we demonstrate the scalability of PARAGON via a billion-edge graph (Section 7.3).

Datasets Table 2 describes the datasets used. By default, the graphs were (re)partitioned with vertex weights (i.e., computational requirement) set to be their vertex degree, with vertex sizes (i.e., amount of data communicated) set to 1. The degree of each vertex is often a good approximation of the computational requirement and the migration cost of each vertex, while a uniform edge weight of 1 is a close estimation of the communication pattern of many graph algorithms, like BFS and SSSP. Given the fact that communication cost is usually more important than migration cost, all the experiments were performed with $\alpha = 10$ (Eq. 2). Unless explicitly specified, all the graphs were initially partitioned by DG (deterministic greedy heuristic), a state-of-the-art streaming graph partitioner [39], across cores of the compute node used (one partition per core). The partitionings were then improved by PARAGON. During the (re)partitioning, we allowed up to 2% load imbalance among partitions. For fairness, DG/LDG were extended to support vertex- and edge-weighted graphs.

Platforms We evaluated PARAGON on two clusters: PittMPICluster [32] and Gordon supercomputer [28]. PittMPICluster had a flat network topology, with all 32 compute nodes connected to a single switch via 56GB/s FDR Infiniband. On the other hand, the Gordon network topology was a 4x4x4 3D torus of switches connected via 8GB/s QDR Infiniband with 16 compute nodes attached to each switch. Table 3 depicts the compute node configuration of both clusters. The results presented were the means of 5 runs, except the execution of SSSP on Gordon (Section 7.2) and the scalability test (Section 7.3).

Network Communication Cost Modelling The relative network communication costs among partitions (cores) were approximated using a variant of the osu_latency benchmark [29]. To ensure the correctness of the cost matrix, each MPI rank (process) was bound to a core using the mechanism provided by MVAPICH2 1.9 [25] on Gordon and OpenMPI 1.8.6 [27] on PittMPICluster. MVAPICH2 and OpenMPI were two different MPI implementations available on the clusters.

7.1 MicroBenchmarks

7.1.1 Varying Degree of Parallelism

Configuration In this experiment, we examined the impact of the degree of parallelism in terms of both the refinement time (i.e., the time that the refinement took) and the refinement quality (i.e., the communication cost of the resulting decomposition). Towards this, we first partitioned the com-li dataset into 40 partitions using DG across 2 compute nodes of PittMPICluster, and then applied PARAGON to the decompositions with varying degree of refinement parallelism but with shuffle refinement disabled.

Results (Figures 7a & 7b) Figure 7a plots the runtime of PARAGON on the com-li dataset for various degrees of parallelism. As expected, the higher the degree of parallelism, the faster the refinement would finish, and PARAGON significantly reduced the refinement time of ARAGON (PARAGON with degree of parallelism of 1). However, the speedup was achieved at the cost of higher communication cost of the resulting decompositions (Figure 7b). The communication costs presented were normalized to that of the initial decomposition computed by DG. However, in the end, PARAGON still resulted in lower communication cost in all cases when compared to the initial decompositions.

7.1.2 Impact of Shuffle Refinement

Configuration In our second experiment, we were interested to see whether the shuffle refinement technique could address the issue we identified in the previous experiment. Towards this, we repeated the same experiment but with a fixed degree of refinement parallelism (8) and varying number of shuffle refinement times (from 8 to 15).
Refinement Time(s) Degree of Refinement Parallelism

Figure 7: Refinement time and communication costs of the com-lj decompositions after being refined with varying degree of refinement parallelism on two 20-core compute nodes. The communication costs presented were normalized to that of the initial decomposition.

Figure 8: Y-axis corresponds to the communication costs of the com-lj decompositions after being refined with varying number of shuffle refinement times on two 20-core compute nodes when they were normalized to that of the decompositions refined by ARAGON; X-axis denotes the corresponding refinement time; the labels on each data point were the number of refinement times.

Results (Figure 8) Figure 8 shows the corresponding refinement time and the normalized communication costs of resulting decompositions with the decompositions computed by ARAGON as the baseline. As shown, PARAGON (with shuffle refinement enabled) not only produced decompositions of lower communication costs than ARAGON (when the number of shuffle refinement times was greater than 11), but also completed the refinement faster (ARAGON took around 33s to finish the refinement vs 8.12s by PARAGON with 11 shuffle refinement times).

7.1.3 Impact of Initial Partitioners

Configuration This experiment examined the refinement overhead and the quality of the resulting decompositions, when PARAGON was provided with decompositions computed by four different partitioners: (a) HP, the default graph partitioner of many parallel graph computing engines; (b) DG and LDG, two state-of-the-art streaming graph partitioning heuristics [39]; and (c) METIS, a state-of-the-art multi-level graph partitioner [23]. The graphs were initially partitioned across the same two machines used in our prior experiments but with both the degree of refinement parallelism and the number of shuffle refinement times set to 8.

Quality of the Initial Decompositions (Figure 9) Figure 9 denotes the communication cost of the initial decompositions computed by HP, DG, LDG, and METIS for a variety of graphs. As anticipated, METIS performed the best and HP the worst. However, METIS is a heavyweight serial graph partitioner, making it infeasible for large-scale distributed graph computation either as an initial partitioner or as an online repartitioner (repartitioning from scratch). It was reported in prior work [42] that METIS took up to 8.5 hours to partition a graph with 1.46 billion edges. Unexpectedly, DG outperformed LDG, the best streaming partitioning heuristic among the ones presented in [39]. This was probably because the order in which the vertices were presented to the partitioner favored DG over LDG (the results of DG and LDG rely on the order in which vertices are presented). This was also the reason why we picked DG as the default initial partitioner for PARAGON.

Quality of the Resulting Decompositions (Figures 10a & 10b) Figures 10a and 10b show the corresponding communication cost of the resulting decompositions and the improvement achieved by PARAGON in terms of the communication cost when compared to the initial decompositions. As shown, the better the initial decomposition was, the better the resulting decomposition would be. In comparison with the initial decompositions computed by HP, DG, and LDG, PARAGON reduced the communication cost of the decompositions by up to 58% (43% on average), 29% (17% on average), and 53% (36% on average), respectively. Although PARAGON did not improve significantly the decompositions computed by METIS for easily partitioned FEM and road networks (left 7 datasets), it achieved an improvement of up to 4.5% for complex networks (right 5 datasets). Given the size of the dataset, the improvement was still non-negligible. Fortunately, we found that PARAGON with DG as its initial partitioner can achieve even better performance than METIS on real-world workloads (Section 7.2).

Refinement Overhead (Figures 11a & 11b) We also noticed that the quality of the initial decomposition impacted the refinement overhead greatly. Figures 11a and 11b plot the migration cost (Eq. 3) and the refinement time. Clearly, the poorer the initial decomposition was, the higher the migration cost and the longer the refinement time would be. Finally, for decompositions, which PARAGON failed to make much improvement, PARAGON only led to a very small amount of overhead.
7.2 Real-World Applications (BFS & SSSP)

**Configuration** This experiment evaluated PARAGON using BFS and SSSP on the YouTube, as-skitter, and com-lj datasets. Initially, the graphs were partitioned across cores of three compute nodes of two clusters using DG. Then, the decomposition was improved by PARAGON with the degree of refinement parallelism and the number of shuffle refinement times both set to 8. During the execution of BFS/SSSP, we grouped multiple (8 for YouTube and as-skitter dataset and 16 for com-lj dataset) messages sent by each MPI rank to the same destination into a single one.

**Resource Contention Modeling** To capture the impact of resource contention, we carried out a profiling experiment for BFS and SSSP with the 3 datasets on both clusters by increasing \( \lambda \) gradually from 0 to 1. Interestingly, we found that intra-node shared resource contention was more critical to the performance on PittMPICluster, while inter-node communication was the bottleneck on Gordon. This was probably caused by the differences in network topologies (flat vs hierarchical), core count per node (20 vs 16), memory bandwidth (65GB vs 85GB), and network bandwidth (56GB vs 8GB) between the two clusters, and that BFS/SSSP had to compete with other jobs running on Gordon for the network resource, while there was no contention on the network communication links on PittMPICluster. Hence, we fixed \( \lambda \) to be 1 on PittMPICluster and 0 on Gordon for the experiment.

**Job Execution Time (Tables 4 & 5)** Tables 4 and 5 show the overall execution time of BFS and SSSP with 15 randomly selected source vertices on the three datasets and the overhead of PARAGON. The execution time of a distributed graph computation is defined as:

\[
JET = \sum_{i=1}^{n} SET(i),
\]

where \( n \) is the number of supersteps the job has, while \( SET(i) \) denotes the execution time of the \( i \)th superstep and is defined as the \( i \)th superstep execution time of the slowest MPI rank. In the table, DG and METIS mean that BFS/SSSP was performed on the datasets without any repartitioning/refinement, PARMETIS is a state-of-the-art multi-level graph repartitioner [30], UNIPARAGON was a variant of PARAGON that assumes homogeneous and contention-free computing environment, and the numbers within the parentheses were the overhead of repartitioning/refining the decomposition computed by DG.

As expected, PARAGON beat DG, PARMETIS, and UNIPARAGON in all cases. Compared to DG, PARAGON reduced the execution time of BFS and SSSP on Gordon by up to 60% and 62%, respectively, and up to 83% and 78% on PittMPICluster, respectively. If we time the improvements by the number of MPI ranks (48 for Gordon and 64 for PittMPICluster), the improvements were more remarkable. Yet, the overhead PARAGON exerted (the sum refinement time and physical data migration time) was very small in comparison to the improvement it achieved and the job execution time. By comparing the results of UNIPARAGON with DG, we can conclude that PARAGON not only improved the mapping of the application communication pattern to the underlying hardware, but also the quality of the initial decomposition (edge-cut). Also, if we compare the execution time of BFS/SSSP on both clusters, we would find that the speedup PARAGON achieved by increasing the number of cores from 48 to 60 was much higher than that of DG. What we did not expect was that PARAGON with DG as its initial partitioner outperformed the gold standard, METIS, in 4 out the 6 cases and was comparable to METIS in other cases.

**Communication Volume Breakdown (Figures 12 & 13)** To further confirm our observations, we also collected the total amount of data remotely exchanged per superstep by BFS and SSSP among cores of the same socket (intra-socket communication volume),
Table 4: BFS Job Execution Time (s)

<table>
<thead>
<tr>
<th>Algorithm/Dataset</th>
<th>YouTube</th>
<th>as-skitter</th>
<th>com-lj</th>
</tr>
</thead>
<tbody>
<tr>
<td>PittMPICluster DG</td>
<td>30</td>
<td>59</td>
<td>218</td>
</tr>
<tr>
<td>PARMETIS</td>
<td>29</td>
<td>(21.00)</td>
<td>59 (9.65)</td>
</tr>
<tr>
<td>PARAGON</td>
<td>25</td>
<td>(2.70)</td>
<td>27 (2.26)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>(4.00)</td>
<td>10 (3.31)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>40 (10.00)</td>
</tr>
</tbody>
</table>

Table 5: SSSP Job Execution Time (s)

<table>
<thead>
<tr>
<th>Algorithm/Dataset</th>
<th>YouTube</th>
<th>as-skitter</th>
<th>com-lj</th>
</tr>
</thead>
<tbody>
<tr>
<td>PittMPICluster DG</td>
<td>2136</td>
<td>1823</td>
<td>5196</td>
</tr>
<tr>
<td>METIS</td>
<td>543</td>
<td>822</td>
<td>955</td>
</tr>
<tr>
<td>PARMETIS</td>
<td>1842</td>
<td>(19.00)</td>
<td>582 (9.28)</td>
</tr>
<tr>
<td>UNIPARAGON</td>
<td>1805</td>
<td>(2.45)</td>
<td>1031 (2.07)</td>
</tr>
<tr>
<td>PARAGON</td>
<td>468</td>
<td>(3.88)</td>
<td>472 (3.14)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1549 (9.71)</td>
</tr>
</tbody>
</table>

Figure 12: The breakdown of the accumulated communication volume across all supersteps for BFS on Gordon.

Figure 13: The breakdown of the accumulated communication volume across all supersteps for BFS on Gordon.

among cores of the same compute node but belonging to different sockets (inter-socket communication volume), and among cores of different compute nodes (inter-node communication volume).

Since we observed similar patterns for BFS and SSSP in all the cases, we only present the breakdown of the accumulated communication volume across all supersteps for BFS here.

As shown in Figures 12 (for PittMPICluster) and 13 (for Gordon), PARAGON and UNIPARAGON have much lower remote communication volume than DG in all cases, and PARAGON has the lowest inter-node communication volume and highest intra-node (inter-socket & intra-socket) communication volume on Gordon (vice versa on PittMPICluster), which was expected given our choice for \( \lambda \). It is worth mentioning that on PittMPICluster, intra-node data communication was the bottleneck. Another interesting thing was that in spite of its higher total communication volume when compared to METIS, PARMETIS, and UNIPARAGON, PARAGON still outperformed them in most cases due to the reduced communication on critical components.

Graph Dynamism (Figure 14) To further validate the effectiveness of PARAGON in the presence of graph dynamism, we split the YouTube dataset (a collection of YouTube users and their friendship connections over a period of 225 days) into 5 snapshots with an interval of 45 days. Thus, snapshot \( S_i \) denotes the collection of YouTube users and their friendship connections appearing during the first 45 \( \times i \) days. We then ran BFS on snapshot \( S_i \) across three 20-core machines and injected vertices newly appeared in each snapshot to the system using DG whenever BFS finished its computation for every 15 randomly selected vertices. The injection also triggered the execution of PARAGON, UNIPARAGON, and PARMETIS on the decomposition.

Figure 14 plots the BFS execution time for 15 randomly selected source vertices on each snapshot. As shown, both architecture-awareness and the capability to cope with graph dynamism were critical to achieve superior performance. This is especially true as the graph changes a lot from its original version: at snapshot \( S_5 \), PARAGON performed 90% better than DG, 85% better than METIS, 73% better than PARMETIS, and 89% better than UNIPARAGON.

7.3 Billion-Edge Graph Scaling

Configuration In this experiment, we investigated the scalability of PARAGON as the graph scale increased. Towards this, we generated three additional datasets by sampling the edge list of the friendster dataset (3.6 billion edges). We denote the datasets generated as friendster-p, where \( p \) was the probability that each edge was kept while sampling. Hence, friendster-p would have around \( 3.6 \times p \) billion edges. Interestingly, the number of vertices remained almost unchanged in spite of the sampling. We ran the experiment on three compute nodes of PittMPICluster with the degree of refinement parallelism, the number of shuffle refinement times, and the message grouping size set to 10, 10, and 256, respectively.

Results (Figures 15 & 16) Figures 15 and 16 present the execution time of BFS with 15 randomly selected source vertices and the overhead of PARAGON at different graph scales. As shown, PARAGON not only led to lower job execution times, but also to lower speed in which the job execution time increased as the graph size increased. It should be noticed that PARAGON reduced the execution time of all machines (3*20 cores) not just one. Also, the refinement time increased at a much slower rate (from 140s, to 236s, to 312s, and to 410s) than that of the graph size. The reason why we did not present the results of METIS or PARMETIS here was because they failed to (re)partition the graphs (even for the first dataset, of 0.9 billion edges).

8. RELATED WORK

Graph partitioning and repartitioning are receiving more and more attention in recent years due to the proliferation of large graph datasets. In this section, we categorize existing approaches of graph (re)partitioners into three types: (a) heavyweight, (b) lightweight, and (c) streaming, which are presented next.

Heavyweight Graph (Re)Partitioning Graph partitioning and repartitioning has been studied for decades (e.g., METIS [23], PARMETIS [30], Scotch [36], Chaco [7], and Zoltan [1]). These graph (re)partitioners are well-known for their capability of producing high-quality graph decompositions. However, they usually require full knowledge of the entire graph for (re)partitioning, making them scale poorly against
large graphs even if performed in parallel. Furthermore, they are all architecture-agnostic. Although [24], a METIS variant, considers the communication heterogeneity, it is a sequential static graph partitioner, which is inapplicable for massive graphs or dynamic graphs. Several recent works [48, 8] have been proposed to cope with the heterogeneity and dynamism. However, they are also too heavyweight for massive graphs because of the high communication volume they generate. As a consequence, they are not appropriate for online graph repartitioning in large-scale distributed graph computation. Furthermore, they disregard the issue of resource contention in multicore systems.

**Lightweight Graph Repartitioning** As a result of the shortcomings of heavyweight graph (re)partitions, many lightweight graph repartitioners [37, 43, 26, 17, 45] have been proposed. They efficiently adapt the partitioning to changes by incrementally migrating vertices among partitions based on some heuristics (rather than repartitioning the entire graph). Nevertheless, they are not architecture-aware. Also, many of them assume uniform vertex weights and sizes, and some [43, 26] even assume uniform edge weights, which may not always be true.

In fact, work [17] is a Pregel-like graph computing engine, which migrates vertices based on runtime characteristics of the workload (i.e., # of message sent/received by each vertex and response time) instead of the graph structure (i.e., the distribution of vertex neighbors, edge weights, and vertex sizes). Paper [45] also presents a repartitioning system that migrates vertices on-the-fly based on some runtime statistics (i.e., the average compute and communication time of each superstep and the probability of a vertex becoming active in the next superstep).

Recently, a novel distributed graph partitioner, Sheep [22], has been proposed for large graphs. It is similar in spirit to METIS. That is, they both first reduce the original graph to a smaller tree or a sequence of smaller graphs, then do a partition of the tree or the smallest graph, and finally map the partitioning back to the original graph. In terms of partitioning time, Sheep outperforms both METIS and streaming partitioners. For partitioning quality, Sheep is competitive with METIS for a small number of partitions and is competitive with streaming graph partitioners for larger numbers of partitions. However, Sheep is unable to deal with both weighted and dynamic graphs, and it is architecture-agnostic.

**Streaming Graph Partitioning** Recently, a new family of graph partitioning heuristics, streaming graph partitioning [39, 11, 42], has been proposed for online graph partitioning. They are able to produce partitonnings comparable to the heavyweight graph partitioner, METIS, within a relative short time. However, they are architecture-agnostic. Although [46] has presented a streaming graph partitioner with awareness of both compute and communication heterogeneity, it may lead to suboptimal performance in the presence of graph dynamism.

**Vertex-Cut Graph Partitioning** Several vertex-cut graph partitioners [44, 31, 13] were also proposed to improve the performance of distributed graph computation. Vertex-cut solutions partition the graph by assigning edges of the graph across partitions instead of vertices. It has been shown that vertex-cut solutions reduce the communications with respect to edge-cut ones, especially on power-law graphs. However, it also has to deal with the issue of communication heterogeneity and the issue of shared-resource contention, since vertices appearing in multiple partitions need to communicate with each other during the computation. Nevertheless, its discussion is beyond the scope of this paper.

**Overview of Related Work** Table 6 visually classifies the state-of-the-art graph (re)partitions according to algorithm and graph properties. In terms of algorithm properties, we characterize each approach as to whether it (a) runs in parallel and (b) is architecture-aware (i.e., CPU heterogeneity, network cost non-uniformity, and resource contention). In terms of graph properties, we characterize each approach as to whether it can handle graphs with (a) dynamism, (b) weighted vertices (i.e., nonuniform computation), (c) weighted edges (i.e., nonuniform data communication), and (d) vertex sizes (i.e., nonuniform data sizes on each vertex).

9. **CONCLUSIONS**

In this paper, we presented PARAGON, a parallel architecture-aware graph partition refinement algorithm that bridges the mismatch between the application communication pattern and the underlying hardware topology. PARAGON achieves this by modifying a given decomposition according to the nonuniform network communication costs and consideration of the contentiousness of the underlying hardware. To further reduce its overhead, we made PARAGON itself architecture-aware. Compared to the state-of-the-art, PARAGON improved the quality of graph decompositions by up to 53%, achieved up to 5.9x speedups on real workloads, and successfully scaled up to a 3.6 billion-edge graph.
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Table 6: State-of-the-art Graph (Re)Partitioners

<table>
<thead>
<tr>
<th>Name/Reference</th>
<th>Algorithm Properties</th>
<th>Graph Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Parallel</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CPU</td>
</tr>
<tr>
<td>REPARTITIONERS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>METIS [23]</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>ICA3PP'08 [24]</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Chaco [7]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DG/LDG [39];Fennel [42]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TKDE [46]</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>SoCC [8]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sheep [22]</td>
<td>√</td>
<td></td>
</tr>
</tbody>
</table>

| REPARTITIONERS |                      |          |                    |            |          |        |      |            |
| PARMETIS [30]  | √                    |          |                    |            |          |        |      |            |
| Zoltan [1]     |                       |          |                    |            |          |        |      |            |
| Scotch [36]    |                       |          |                    |            |          |        |      |            |
| CalciW [37]    | √                    |          |                    |            |          |        |      |            |
| xdgp [43]      | √                    |          |                    |            |          |        |      |            |
| Hermes [26]    | √                    |          |                    |            |          |        |      |            |
| Mizan [1]      | √                    |          |                    |            |          |        |      |            |
| LogGP [45]     | √                    |          |                    |            |          |        |      |            |
| ARAGON [48]    | √                    |          |                    |            |          |        |      |            |
| PARAGON        | √                    |          |                    |            |          |        |      |            |

[34] K. Schloegel, G. Karypis, and V. Kumar. Graph partitioning for high performance scientific simulations. AHPCCR, 2000.
[38] http://staffweb.cma.gre.ac.uk/~wc06/partition/.