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ABSTRACT

Advances in geo-sensing technology have led to an unprecedented spread of location-aware devices. In turn, this has resulted into a plethora of location-based services in which huge amounts of spatial data need to be efficiently consumed by spatial query processors. For a spatial query processor to properly choose among the various query processing strategies, the cost of the spatial operators has to be estimated. In this paper, we study the problem of estimating the cost of the spatial k-nearest-neighbor (k-NN, for short) operators, namely, k-NN-Select and k-NN-Join. Given a query that has a k-NN operator, the objective is to estimate the number of blocks that are going to be scanned during the processing of this operator. Estimating the cost of a k-NN operator is challenging for several reasons. For instance, the cost of a k-NN-Select operator is directly affected by the value of k, the location of the query focal point, and the distribution of the data. Hence, a cost model that captures these factors is relatively hard to realize. This paper introduces cost estimation techniques that maintain a compact set of catalog information that can be kept in main-memory to enable fast estimation via lookups. A detailed study of the performance and accuracy trade-off of each proposed technique is presented. Experimental results using real spatial datasets from OpenStreetMap demonstrate the robustness of the proposed estimation techniques.

1. INTRODUCTION

The ubiquity of location-aware devices, e.g., smartphones and GPS-devices, has led to a variety of location-based services in which large amounts of geo-tagged information are created every day. This demands spatial query processors that can efficiently process spatial queries of various complexities. One class of operations that arises frequently in practice is the class of spatial k-NN operations. Examples of spatial k-NN operations include: (i) Find the k-closest hotels to my location (a k-NN-Select), and (ii) Find for each school the k-closest hospitals (a k-NN-Join).

The k-NN-Select and k-NN-Join operators can be used along with other spatial or relational operators in the same query. In this case, various query-execution-plans (QEPs, for short) for the same query are possible, but with some of the QEPs having better execution times than the others. The role of a query optimizer is to arbitrate among the various QEPs and pick the one with the least processing cost. In this paper, we study the problem of estimating the cost of the k-NN-Select and k-NN-Join operators.

To demonstrate the importance of estimating the cost of these operators, consider the following example query: ‘Find the k-closest restaurants to my location such that the price of the restaurant is within my budget’. This query combines a spatial k-NN-Select with a relational select (price ≤ budget). There are two possible QEPs for executing this query: (i) Apply the relational select first, i.e., select the restaurants with price ≤ budget and then get the k-closest out of them, or (ii) Apply an incremental k-NN-Select (i.e., distance browsing [14]) and evaluate the relational select on the fly; execution should stop when k restaurants that qualify the relational predicate are retrieved. Clearly, the two QEPs can have different performance. Thus, it is essential to estimate the cost of each processing alternative in order to choose the cheaper QEP. Observe that distance browsing is also applicable to non-incremental k-NN-Select (i.e., to QEP(i)). [14] proves that for non-incremental k-NN-Select, the number of scanned blocks is optimal in distance browsing. Thus, in this paper, we model the cost of distance browsing being the state-of-the-art for k-NN-Select processing.

In addition to modeling the cost of the k-NN-Select, we study the cost of the k-NN-Join. The k-NN-Join is a practical spatial operation for many application scenarios. For example, consider the following query that combines a relational or a spatial predicate with a k-NN-Join predicate. Assume that a user wants to select for each hotel, its k-closest restaurants (k-NN-Join predicate) such that the restaurant/hotel’s price is within the user’s budget (relational predicate), or that the restaurant/hotel’s location is within a certain downtown district (spatial range predicate). Clearly, estimating the cost of a k-NN-Join is important to decide the ordering of the relational, spatial, and k-NN operators in the QEP. A k-NN-Join can also be useful when multiple k-NN-Select queries are to be executed on the same dataset. To share the execution, exploit data locality and the similarities in the data access patterns, and avoid multiple yet unnecessary scans of the underlying data (e.g., as in [11]), all the query points are treated as an outer relation and processing is performed in a single k-NN-Join. In this paper, we introduce a cost model for locality-based k-NN-Join processing [22], which is the state-of-the-art in k-NN-Join processing.

While several research efforts (e.g., see [2, 3, 4, 5, 7, 15, 17, 18, 23]) estimate the selectivity and cost of the spatial join and range operators, they are not applicable to k-NN operators. For instance, the cost of a spatial range operator is relatively easy to estimate because the spatial region of the operator, in which the query answer...
resides, is predefined and fixed in the query. In contrast, the spatial region that contains the \( k \)-nearest-neighbors of a query point, in the case of a \( k \)-NN-Select, or a point of the outer relation in the case of a \( k \)-NN-Join, is variable since it depends on the value of \( k \), the location of the point, and the density of the data (i.e., its distribution). These three parameters render the problem of \( k \)-NN cost-estimation more challenging.

In this paper, we introduce the Staircase technique for estimating the cost of \( k \)-NN-Select. The Staircase technique distinguishes itself from existing techniques by the ability to quickly estimate the cost of any query using an \( O(1) \) lookup. The main idea of the Staircase technique is to maintain a compact set of catalog information that summarize the cost. We perform various optimizations to limit the size of the catalog such that it can easily fit in main-memory. We empirically compare the performance of the Staircase technique against the state-of-the-art technique [24]. We show that the Staircase technique has better accuracy for spatial non-uniform data against the state-of-the-art technique [24]. We show that the Staircase technique outperforms the techniques proposed in [24] by two orders of magnitude in estimation time.

2. PRELIMINARIES & RELATED WORK

We focus on the variants of the \( k \)-NN operations given below. Assume that we have two tables, say \( R \) and \( S \), that represent two sets of points in the two-dimensional space. For simplicity, we use the Euclidean distance metric.

- \( k \)-NN-Select: Given a query-point \( q \), \( \sigma_{k,q}(R) \) returns the \( k \)-closest to \( q \) from the set of points in \( R \).
- \( k \)-NN-Join: \( R \bowtie_{k,NN} S \) returns all the pairs \((r,s)\), where \( r \in R \), \( s \in S \), and \( s \) is among the \( k \)-closest points to \( r \).

Observe that the \( k \)-NN-Join is an asymmetric operation, i.e., the two expressions: \((R \bowtie_{k,NN} S)\) and \((S \bowtie_{k,NN} R)\) are not equivalent. In the expression \((R \bowtie_{k,NN} S)\), we refer to Relations \( R \) and \( S \) as the outer and inner relations, respectively.

We assume that the data points are organized in a spatial index structure. However, we do not assume a specific indexing structure; our proposed techniques can be applied to a quadtree, an R-tree, or any of their variants, e.g. \([12, 20, 13, 6, 16]\). These are hierarchical spatial structures that recursively divide the underlying space/points into blocks until the number of points inside a block satisfies some criterion (e.g., being less than some threshold). We assume the existence of an auxiliary index, termed the Count-Index. The auxiliary index does not contain any data points, but rather maintains the count of points in each data block.

We make extensive use of the MinDist and MaxDist metrics [19]. Refer to Figure 1 for illustration. The MinDist (or MaxDist) between a point, say \( p \), and a block, say \( b \), refers to the minimum (or maximum) possible distance between \( p \) and any point in \( b \). Similarly, the MinDist (or MaxDist) between two blocks is the minimum (or maximum) possible distance between them. In some scenarios, we process the blocks in a certain order according to their MinDist from a certain point (or block). An ordering of the blocks based on the MinDist from a certain point (or block) is termed MinDist ordering.

Before describing how to estimate the cost of the \( k \)-NN operations, we briefly describe the state-of-the-art algorithms for processing the \( k \)-NN-Select and \( k \)-NN-Join.

Existing \( k \)-NN-Select algorithms prune the search space following the branch-and-bound paradigm. [19] applies a depth-first algorithm to read the index blocks in MinDist order with respect to the query point. Once \( k \) points are scanned, the distance between \( q \) and the \( k \)-farthest point encountered is marked. Refer to Figure 1 for illustration. Assume that \( k = 2 \). Scanning the blocks starts with Block A (MinDist = 0). Two points, \( y \) and \( z \), are encountered, so the distance between \( q \) and \( z \) (the farthest) is marked and scanning
the blocks continues (Block C then Block B) until the MinDist of a scanned blocks is greater than the distance between q and z. Thus, the overall number of blocks to be scanned is 3.

The above algorithm is suboptimal and cannot be applied for incremental k-NN retrieval. The distance browsing algorithm of [14] achieves optimal performance and can be applied for incremental as well as non-incremental k-NN processing. The main idea of this algorithm is that it can incrementally retrieve the nearest-neighbors to a query point through its getNextNearest() method. Two priority queues are maintained: (1) a priority queue for the blocks that have not been scanned yet (blocks-queue for short), and (2) a priority queue for the tuples in the already scanned blocks that have not been returned as nearest-neighbors yet (tuples-queue for short). The entries in the tuples-queue are prioritized based on the distance from the query point, while the entries in the blocks-queue are prioritized based on the MinDist from the query point. Upon an invocation of the getNextNearest() method, the top, say t, of the tuples-queue is returned if the distance between t and the query point is less than the MinDist of the top of the blocks-queue. Otherwise, the top of the blocks-queue is scanned and all its tuples are inserted into the tuples-queue (ordered based on the distance from the query point). To illustrate, we apply the distance browsing algorithm to the example in Figure 1. Assume that k = 2. Block A is scanned first. Points y and z are inserted into the tuples-queue. The MinDist of Block C is less than the distance of the top of the tuples-queue, and hence Block C is scanned and Point x is inserted into the tuples-queue. Now, Point x is retrieved as the nearest-neighbor followed by Point y. Observe that the algorithm avoids scanning Block B. Thus, the overall number of scanned blocks is 2 that is less than the number of blocks to be scanned if the algorithm in [19] is applied.

In addition to being optimal, the distance browsing algorithm is quite useful when the number of neighbors to be retrieved, i.e., k, is not known in advance. One use case is when a k-NN-Select predicate is combined with a relational predicate within the same query. Consider, for example, a query that retrieves the k-closest restaurants that provide seafood. The distance browsing algorithm gets the nearest restaurant and then examines whether it provides seafood or not. If it is not the case, the algorithm retrieves the next nearest restaurant. This process is repeated until k restaurants satisfying the condition (i.e., provide seafood) are found.

Being the state-of-the-art in k-NN-Select processing, we model the cost of the distance browsing algorithm in this paper. Observe that the cost of the distance browsing algorithm is dominated by the number of blocks that get scanned. Thus, given a k-NN-Select, the goal is to estimate the number of blocks to be scanned without touching the data points. Observe that this goal is challenging because the cost depends on: (1) the value of k, (2) the location of the query point, and (3) the distribution of the data that directly affects the structure of the index blocks. These factors have direct impact on the cost. Refer to Figure 1 for illustration. If the value of k is relatively large, MinDist scanning of the blocks will continue beyond Block C, and thus leading to a larger overall number of scanned blocks. Similarly, if the location of q is different, the MinDist values will change, and thus leading to different block ordering during the MinDist scan, and different overall number of scanned blocks. Also, if the distribution of the data is different, the index blocks will have completely different shapes and locations in space, and this will affect the values of MinDist, and hence will affect the overall number of scanned blocks.

[8, 9, 24] study the problem of estimating the cost of a k-NN-Select operator for uniformly distributed datasets. The authors of [24] further extend their techniques to support non-uniform datasets. The main idea is to estimate the value of $D_k$ (Figure 1), i.e., the smallest radius of a circle centered at the query point and that contains k points. Once the value of $D_k$ is estimated, the number of blocks that overlap with the circle whose center is the query point and whose radius is $D_k$ is determined. This number can be computed by scanning the blocks of the Count-Index in MinDist order from q.

Given a non-uniform dataset, [24] assumes that the points in each block are uniformly distributed and that each block has a constant density. Histograms are maintained to estimate the density of each block in the index. To estimate the cost, [24] applies the following algorithm. The blocks of the Count-Index are scanned in MinDist order from q. Hence, the scanning starts from the block, say b, that is closest (according to MinDist ) to q. Observe that if q falls within any block, the MinDist corresponding to that block will be zero, and hence scanning will start from that block. Given the density of Block b, the area of a circle containing k points for that density is computed and then the value of $D_k$ is determined. If the circle is fully contained inside Block b, the search terminates; otherwise, further blocks are examined and the combined density of these blocks is computed. Given the combined density, the area of a circle containing k points is determined. This process is repeated until the computed circle is fully contained within the bounds of the examined blocks. We refer to this algorithm as the density-based algorithm.

Although the density-based algorithm in [24] achieves good estimation accuracy, it incurs relatively high overhead in many cases. For instance, if the value of k is high or if the density of the blocks around the query point is low, the algorithm will keep extending its search region by examining further blocks until its search region contains k points. In addition, at each iteration of the algorithm, the combined density of the encountered blocks is computed, which can be a costly operation. The process of estimating the cost of a database operator has to be extremely fast. Typically, a database query optimizer keeps a set of catalog information that summarizes the cost estimates. Then, given a query, it performs quick lookups or simple computations to estimate the corresponding cost. With that goal in mind, we propose a new cost estimation technique that incurs no computational overhead at query time, but rather requires $O(1)$ lookups.

Several query processing techniques have been proposed in the literature for processing k-NN-Join operators, e.g., [10, 25, 22]. [22] represents the state-of-the-art technique in k-NN-Join and has proved to achieve better performance than other existing techniques. The key idea that distinguishes [22] from other existing techniques is that in any other technique, each point in a block independently keeps track of its k-nearest-neighbors encountered thus far with no reuse of neighbors of one point as being neighbors of another point in its spatial proximity. In contrast, [22]’s approach identifies a region in space (termed locality) that contains all of the k-nearest-neighbors of all the points in a block. Once the best possible locality is built, each point searches only the locality to find its k-nearest-neighbors. This block-by-block processing methodology results in high performance gains.

A naive way to estimate the cost of a k-NN-Join operator using the density-based algorithm of [24] is to treat every point from the outer relation as a query point for a k-NN-Select operator and then aggregate the cost across all the points from the outer relation. However, this approach is costly. Furthermore, this approach does not capture the rationale behind the block-by-block processing methodology in k-NN-Join processing as stated above. This calls for efficient cost estimation techniques that can represent the cost of the state-of-the-art techniques in k-NN-Join processing.
3. K-NN-SELECT COST ESTIMATION

3.1 The Staircase Technique

In this section, we present the Staircase technique; a new technique for estimating the cost (i.e., number of blocks to be scanned) of a k-NN-Select \( \sigma_{k,q}(R) \). The main idea of the Staircase technique is to maintain a set of catalog information that enables quick estimation of the cost via lookups. Conceptually, the catalog should reflect the cost of a k-NN-Select for every possible query location and for every possible value of \( k \). Given a query point, say \( q \), and the value of \( k \), we can search the catalog and determine the cost. However, maintaining a catalog that covers the domains of these two parameters (\( k \) and the location of \( q \)) is prohibitively expensive in terms of computation cost and storage requirements. The number of possible locations of \( q \) is infinite and the value of \( k \) can range from 1 to the size of the underlying table.

One key insight to improve the above approach is to exploit the spatial locality of the k-NN operation to reduce the size of the catalog. We observe that the \( k \)-nearest-neighbors of a query point, say \( q_1 \), are likely to be among the \( k \)-nearest-neighbors of another query point, say \( q_2 \), if \( q_1 \) and \( q_2 \) are within the spatial proximity of each other. In addition, any spatial index structure aims at grouping the points that are within spatial proximity in the same block. This means that the \( k \)-nearest-neighbors of the points of the same block have high overlap, and hence the query points that fall within the same block are likely to have similar costs. Given a query point, say \( q \), we can estimate the cost corresponding to \( q \) by the cost corresponding to the center of the block in which \( q \) is located.

Although the above approach yields good estimation accuracy, it is slightly inaccurate because the cost corresponding to a query point, say \( q \), may vary according to the location of \( q \) with respect to the center of the block, say \( b \), in which \( q \) is located. For a fixed value of \( k \), the cost corresponding to \( q \) is minimum if \( q \) is near the center of \( b \) and tends to increase as \( q \) gets far from the center until it reaches its maximum value in the corners of \( b \). Refer to the example in Figure 2 for illustration of this observation. This observation is particularly true if we assume that within a leaf index block, the points are uniformly distributed. Such assumption is practically reasonable. A typical spatial index tends to split the data points (which can be non-uniformly distributed) until the points are almost balanced across the leaf blocks, and hence points that are within the same block tend to have a uniform distribution within that block.

Applying the above observation, we estimate the cost corresponding to a query point, say \( q \), by combining two values: 1) the cost corresponding to the center of the block, \( C_{center} \), (i.e., the minimum cost), and 2) the cost corresponding to one of the corners, \( C_{corner} \), (i.e., the maximum cost). More precisely, the estimated cost can be computed as:

\[
Cost = C_{center} + \Delta \cdot \frac{2L}{Diagonal},
\]

where \( Diagonal \) is the length of the diagonal of the block, \( L \) is the distance between \( q \) and the center of the block, and

\[
\Delta = C_{corner} - C_{center}.
\]

Refer to Figure 3 for illustration.

Thus, we do not need to precompute the \( k \)-NN cost for every possible query location. Instead, we precompute the cost only for the center and the corners of every block. Although this can reduce the size of the catalog, we still need to precompute the cost for every possible value of \( k \), i.e., from 1 to the size of the table. This can still be prohibitively expensive because it needs to be performed for every block in the index.

We observe that the cost corresponding to any query point tends to be constant for different ranges of values of \( k \). The reason is that the number of points in a block is relatively large, and hence the cost (number of blocks to be scanned) tends to be stable for a range of values of \( k \). To illustrate this idea, consider the example in Figure 1. Assume that Blocks \( A \) and \( B \) have 1000 points each. Assume further that \( k_1 = 500 \) tuples in Block \( A \) have a distance that is less than the \( \text{MinDist} \) between Block \( B \) and the query point \( q \). Applying the distance browsing algorithm [14] as explained in Section 2, points in Block \( A \) will be inserted in the tuples-queue. The \( k_1 \) points in Block \( A \) will be retrieved from the tuples-queue before Block \( B \) is scanned. Thus, the cost (number of scanned blocks) will equal to 1 for \( k \in [1, k_1] \). For \( k > k_1 \), Block \( B \) will have to be scanned, and thus the cost will equal to 2. However, the cost will remain equal to 2 for \( k \in [k_1 + 1, k_2] \), where \( k_2 \) equals the number of points in the tuples-queue that have distance less than the \( \text{MinDist} \) between Block \( C \) and the query point \( q \).

To better illustrate the above observation, we use the OpenStreetMap dataset and build a quadtree index on top (as detailed in Section 4), and then measure the cost corresponding to a random query point. Figure 4 illustrates that the cost is constant for
large intervals of \( k \).\(^1\) The shape of the graph resembles a staircase diagram (and hence the name Staircase for the technique). As the figure demonstrates, the cost is constant for relatively large intervals of \( k \). For instance, when \( k \in [1, 520] \), the cost is 3 blocks, and when \( k \in [521, 675] \), the cost is 7 blocks. Observe that this stability increases as the maximum block capacity increases, i.e., the intervals become larger.

We leverage the above stability property to reduce the storage size associated with every block in the index. Instead of blindly computing the cost corresponding to the center (and the corners) of a block for every possible value of \( k \), we determine the values of \( k \) at which the cost changes. We store a set of intervals and associate with each interval the corresponding cost. We refer to this information as the catalog. The catalog is a set of tuples of the form \([\text{start}, \text{end}], \text{size}\)\(^2\). Refer to Figure 4 for illustration.

### 3.2 Building the Catalog

The process of building a catalog, be it for the center of a block or for one of the corners, is straightforward. Similarly to the distance browsing algorithm in \([14]\), we maintain two priority queues, a tuples-queue and a blocks-queue. The blocks-queue orders the blocks according to a MinDist scan. In contrast, the tuples-queue orders the points according to their distance from the query point, say \( q \). We start with the block in which \( q \) is located and insert all the block’s points into the tuples-queue. At this point, the cost = 1. We keep removing points from the tuples-queue until the MinDist in the blocks-queue is less than the top of the tuples-queue. The number of points, say \( k_1 \), removed so far from the tuples-queue represents the first interval in the catalog, i.e., \([1, k_1] \), 1. Then, we scan the next block in the blocks-queue, insert all its points into the tuples-queue, and increment the cost. We repeat this process until all the blocks are scanned or a sufficiently large value of \( k \) is encountered. Pseudocode of the process of building the catalog of a query point is illustrated in Procedure 1.

For every block in the index, we precompute five catalogs, one for the center and one for each corner. We merge the four catalogs corresponding to the corners into one catalog that stores for each value of \( k \), the maximum cost amongst the four corners. Thus, we store only two catalogs, one for the center (center-catalog, for short), and one that corresponds to the maximum cost at the corners (corners-catalog, for short).

### 3.3 Cost Estimation

Given a query with a \( k \)-NN-Select at Location \( q \), the cost can be estimated as follows. First, we identify the block that encloses \( q \) and then search in the center-catalog and the corners-catalog for the

\(^1\)A similar behavior occurs for any query point, but with different values.

\(^2\)Because the Staircase technique relies on precomputing the estimates, the auxiliary index that contains the statistics, e.g., counts and cost estimates, has to be a space-partitioning index, e.g., quadtree or grid, so that the query point always falls inside a block. Observe that the structure of the auxiliary index can be independent of the index that contains the actual data points, i.e., the data-index. If the data-index is a space partitioning index, then the auxiliary index can have the same exact structure as the data-index. If the data-index is a data-partitioning index, e.g., R-Tree, then the structure of the auxiliary index will be different. In either case, the query point will never be outside a block in the auxiliary index, and hence we will always be able to estimate the cost.

Because the number of blocks in the index can be large, the storage overhead of the catalogs can be significant. We hence limit the maximum value of \( k \) that a catalog supports to a practically large constant, e.g., \( k = 10,000 \). This would result in compact catalogs that can be practically maintained for each index block. In the case when a \( k \)-NN-Select query has a \( k \) value that is greater than 10,000, we can estimate its cost by applying the algorithm.

---

**Figure 4:** Stability of the cost for different values of \( k \).

**Figure 5:** Cost estimation for a \( k \)-NN-Select.
in [24] using the Count-Index. Figure 5 illustrates the typical flow of a k-NN-Select query. Queries with \( k > 10,000 \) (that do not arise frequently in practice) are directed to the Count-Index. All other queries (\( k \leq 10,000 \)) are served through the catalogs. In Section 5, we show that for a real dataset of 0.1 Billion points, the overhead to store all the catalogs is less than 4 MBs.

4. K-NN-JOIN COST ESTIMATION

As highlighted in Section 2, the state-of-the-art technique [22] in k-NN-Join processing applies a block-by-block mechanism in which, for each block from the outer relation, the locality blocks are determined from the inner relation. The locality blocks of a block, say \( b_o \), from the outer relation represent the minimal set of blocks in which the \( k \)-nearest-neighbors of any point in \( b_o \) exist. Thus, each point from the outer relation searches only the locality of its enclosing block to find its \( k \)-nearest-neighbors.

Before estimating the cost of k-NN-Join, we briefly explain how the locality of a block is computed. Given a block from the outer relation, say \( b_o \), the corresponding locality blocks in the inner relation are determined as follows. Blocks of the inner relation are scanned in MinDist order from \( b_o \). The sum of the count of points in the encountered blocks is maintained. Once that sum reaches \( k \), the highest MAXDIST, say \( M \), of an encountered block is marked and scanning of the blocks continues until a block of MinDist greater than \( M \) is encountered. The encountered blocks represent the locality of \( b_o \). For example, consider the process of finding the locality of Block \( Q \) in Figure 6 where \( k = 10 \). Blocks are scanned in MinDist order from Block \( Q \). This means that scanning starts with Block \( Z \). Assume that Block \( Z \) contains 700 points. Now, the sum of the count of points in the encountered blocks (in this case, only Block \( Z \)) exceeds \( k \). The MAXDIST between Block \( Q \) and Block \( Z \) is marked, and scanning the blocks continues (Blocks \( X, Y \), and \( T \), respectively) until Block \( L \) is encountered. At this point, scanning is terminated because Block \( L \) has MinDist from Block \( Q \) that is greater than the marked MAXDIST (between Blocks \( Q \) and \( Z \)). Hence, the number of blocks in the locality of Block \( Q \) is 4.

A naive way to estimate the cost (i.e., the total number of scanned blocks) of a k-NN-Join is to compute the size of the locality blocks for each block in the outer relation and sum these sizes. However, this can be expensive because the number of blocks in the outer relation can be arbitrarily large. In the rest of this section, we present three different techniques that address this problem.

4.1 The Block-Sample Technique

Instead of computing the locality for each block of the outer relation, we pick a random sample of these blocks, compute the locality size of each block in the sample, and then aggregate the total size and scale it to the total number of blocks in the outer relation. We refer to this technique as the Block-Sample technique.

Given a set of \( n_o \) blocks from the outer relation, we pick a random sample of size \( s \). If the aggregate locality size of the \( s \) blocks is \( agg \), then we estimate the overall join cost as \( \frac{s \cdot agg}{n_o} \). The sample blocks are chosen to be spatially distributed across the space in which the blocks of the outer relation reside. To get such sample of blocks, we do either a depth-first or breadth-first index traversal for the blocks of the outer relation and skip blocks every \( \frac{s}{n_o} \).

Although the above technique can result in high accuracy when the sample size increases, it incurs computational overhead upon receiving a k-NN-Join query. As mentioned earlier in Section 2, a typical query optimizer requires fast estimation of the cost, possibly through quick catalog-lookups. With this goal in mind, we introduce next a catalog-based approach.

4.2 The Catalog-Merge Technique

The main idea of the Catalog-Merge technique is to precompute the size of the locality of each block in the outer relation and store it in a catalog. Given a k-NN-Join query, we can simply aggregate the precomputed values in the catalogs of the blocks of the outer relation. However, the size of the locality depends on the value of \( k \), so we need to precompute it for every possible value of \( k \), which can be prohibitively expensive.

Similarly to the case of k-NN-Select, we observe that the size of the locality of a given block tends to be constant (stable) for relatively large intervals of \( k \). To illustrate, consider the example in Figure 6. Assume that Block \( Z \) has 700 points. If \( k \) has any value between 1 and 700, exactly the same set of blocks will represent the locality of Block \( Z \), i.e., the size of the locality will be the same. To better illustrate this observation, we use the OpenStreetMap dataset and build a quadtree index on top (as detailed in Section 4), and then measure the locality size of a randomly selected block.2 Figure 7 illustrates that the size of the locality is stable for large intervals of \( k \).

To build the locality-catalog of a block, we identify the inflection points in the range of values of \( k \) at which the locality size changes, e.g., \( k = 313, 5380, \ldots, 9368 \) in Figure 7. This can be performed using binary search within the range of values of \( k \). In particular, we start with \( k = 1 \) and compute the locality size, say \( S \). Then, we perform a binary search for the smallest value of \( k \) at which the

\[ ^2 \text{A similar behaviour occurs for any block, but with different values.} \]
locality size would be greater than \( S \), i.e., the inflection point, say \( k_i \). At this moment, we identify the first range of values as \([1, k_i - 1] \). Afterwards, we perform another binary search starting from \( k = k_i \) to get another range of values of \( k \). This process is repeated until no inflection points are found, i.e., when the maximum value of \( k \) is reached.

A more efficient approach is to build the locality-catalog incrementally through two rounds of \( \text{MinDist} \) scan of the Count-Index. These \( \text{MinDist} \) scan rounds can be achieved using two priority queues in which the blocks of the Count-Index are ordered according to their \( \text{MinDist} \) from the block we need to build the catalog for. The two \( \text{MinDist} \) scan rounds are interleaved. One scan explores the blocks that should contain at least \( C \) points. We refer to this scan as \( \text{Count-Scan} \). The other scan explores the blocks that have \( \text{MinDist} \leq \) the highest \( \text{MaxDist} \) value of the explored blocks so far from \( \text{Count-Scan} \). We refer to this queue as \( \text{Max-Scan} \). We maintain a counter, say \( C \). Whenever a block from \( \text{Count-Scan} \) is retrieved, its \( \text{MaxDist} \), say \( M \), is marked and the value of \( C \) is incremented by the number of points in the retrieved block. Then, blocks from \( \text{Max-Scan} \) are scanned until the \( \text{MinDist} \) is greater than the highest value encountered for \( M \). At this point, a new entry is created in the catalog by aggregating the number of blocks retrieved from \( \text{Max-Scan} \) thus far. This process is repeated until \( C \) reaches the maximum value of \( k \) or all the blocks of the inner relation are consumed by \( \text{Count-Scan} \). Pseudocode for the process is given in Procedure 2. Refer to Figure 6 for illustration, where we compute the catalog of Block \( Q \). We start with \( C = 1 \). In \( \text{Count-Scan} \), we explore Block \( Z \), update \( C \) to be 700, and mark the highest \( \text{MaxDist} \) encountered. Then, in \( \text{Max-Scan} \), we explore Blocks \( X, Y \), and \( T \) because their \( \text{MinDist} \) is less than the largest \( \text{MaxDist} \) encountered. At this moment, we create a catalog entry \([1, 700], 4 \) that represents the start and end values of \( C \) with the cost of four blocks (namely, \( Z, X, Y \), and \( T \)). Afterwards, we continue \( \text{Count-Scan} \) to explore Block \( X \). Assuming that Block \( X \) has 500 points, we update \( C \) to be 700 + 500 = 1200 and also mark the \( \text{MaxDist} \) between Blocks \( X \) and \( Q \). Then, in \( \text{Max-Scan} \), we explore Block \( L \) because its \( \text{MinDist} \) is less than the highest \( \text{MaxDist} \) marked thus far. Now, the cost is incremented by 1 due to Block \( L \). We create a new catalog entry \([701, 1200], 5 \).

Observe that the above approach is cheap because it relies only on counting (using the Count-Index) with no scan of the data. Assume that for a given block from the outer relation, the number of blocks in its locality is \( L \). The above approach visits each of the \( L \) blocks at most twice, i.e., the running time is \( O(L) \) per block.

Note that, by definition, the locality conservatively includes all the blocks needed for the \( k \)-NN search (see [22] for details), i.e., the locality contains the \( k \)-NN for every point in the outer block, say \( Q \). Although it is true that for some \( k_1 > k \) all the nearest-neighbors of some points in \( Q \) may exist in already scanned blocks (by \( \text{Count-Scan} \)), there will be some points, e.g., near the corners of \( Q \), that might have some of their \( k \)-NN in unscanned blocks. Hence, in our approach, we jump into new ranges of \( k \) (and new corresponding cost) whenever a block is retrieved through \( \text{Count-Scan} \).

Observe that if a block retrieved from \( \text{Count-Scan} \) has \( \text{MaxDist} \) that is less than or equal to the highest \( \text{MaxDist} \) encountered thus far, it will not lead to any scan in \( \text{Max-Scan} \), and hence will lead to a repeated cost in the next entry of the catalog. For instance, in Figure 6, if the \( \text{MaxDist} \) between Blocks \( Q \) and \( Z \) is greater than the \( \text{MaxDist} \) between Block \( Q \) and Block \( X \) (the next in \( \text{Count-Scan} \)), then the next new entry in the catalog will be \([701, \ldots, 4] \), i.e., will have the same cost. To get rid of these redundant entries in the catalog, we continue \( \text{Count-Scan} \) until the value of the highest encountered \( \text{MaxDist} \) changes.

---

**Procedure 2** Building the locality-catalog of a block.

**Terms:**

- **Q**: The block to which we need to build the catalog.
- **MAX_K**: The maximum possible/maintained value of \( k \).

1: // Initializations:
2: \( \text{CountScan} \) <- \( \text{MinDist} \) Scan from \( Q \)
3: \( cBlock \) <- \( \text{CountScan.next}() \)
4: \( \text{MaxScan} \) <- \( \text{MinDist} \) Scan from \( Q \)
5: \( mBlock \) <- \( \text{MaxScan.next}() \)
6: \( C \) <- 1; \( \text{aggCost} \) <- 0
7: \( \text{Catalog} \) <- \( \cdot; \) \( \text{highestMaxDist} \) <- 0
8: while \( (C \leq \text{MAX}_K) \) do
9: \( \text{startK} \) <- \( C \)
10: while \( (\text{cBlock} \cdot \text{MaxDist} \leq \text{highestMaxDist}) \) do
11: \( C + = \text{cBlock} \cdot \text{count} \)
12: \( \text{cBlock} \) <- \( \text{CountScan.next}() \)
13: end while
14: \( \text{highestMaxDist} \) <- \( \text{cBlock} \cdot \text{MaxDist} \) from \( Q \)
15: \( \text{endK} \) <- \( C \)
16: while \( (\text{mBlock} \cdot \text{MinDist} \leq \text{highestMaxDist}) \) do
17: \( \text{aggCost} + = \)
18: \( \text{mBlock} \) <- \( \text{MaxScan.next}() \)
19: end while
20: \( \text{Catalog.add}((\text{startK}, \text{endK}), \text{aggCost}) \)
21: end while
22: return \( \text{Catalog} \)

---

**Figure 8:** Flow of the Catalog-Merge process.

---

### 4.2.1 Preprocessing

For each block in the outer relation of the \( k \)-NN-Join, we compute a temporary catalog that is similar to the one in Figure 7(b). If the number of blocks in the outer relation is \( n_o \), then this process requires \( O(n_o \cdot L) \), where \( L \) is the average size of the locality of a block. This can be costly if \( n_o \) is large. To solve this problem, we take a spatially distributed random sample of the blocks of the outer relation. We compute a temporary catalog only for the sample blocks and not for each block in the outer relation. Afterwards, we merge all the temporary catalogs, and produce a single catalog that contains the aggregate cost of all the temporary catalogs. Each entry in the final catalog has the form \([(k_{start}, k_{end}), \text{size}] \), where \( \text{size} \) is the estimated join cost when \( k_{start} \leq k \leq k_{end} \).

Because each temporary catalog is sorted with respect to the ranges of values of \( k \), we apply a plane sweep over the ranges of values of \( k \) and aggregate the cost. To illustrate, consider the example in Figure 8. \( k_1 \) is the smallest value of \( k \) in the catalog entries. This means that the aggregate cost for the interval \([1, k_1] \) is \( 2 + 5 + 6 + 4 = 17 \), \( k_2 \) is the next smallest value of \( k \), and hence another interval \([k_1, k_2] \) with aggregate cost \( 17 + 5 + 13 = 25 \) is created in the output catalog. Similarly, for interval \([k_2, k_3] \), the aggregate cost \( 25 - 4 + 8 = 29 \) and for interval \([k_3, \ldots] \), the aggregate cost \( 29 - 6 + 9 = 32 \). A min-heap is used to efficiently
determine the next smallest value across all the temporary catalogs in the plane sweep process.

To reduce the size of the catalog, we limit the maintained values of \( k \) to some practically large constant, e.g., 10,000. In Section 5, we show that for a real dataset of 0.1 Billion points, the size of the catalog is about 1 MB.

4.2.2 Cost Estimation

Observe that the resulting \( k \)-NN-Join catalog is sorted w.r.t. the values of \( k \). Given a \( k \)-NN-Join query, we can lookup the estimate cost using a binary search to find the catalog entry corresponding to the given \( k \) value.

Although the process of building the catalog is performed once, it can be costly if the number of tables in the database schema is large, say \( n \). The \( k \)-NN-Join catalog information is required for every possible pair of tables in the database schema, and hence \( 2 \times \binom{n}{2} \) catalogs need to be built (because the \( k \)-NN-Join is asymmetric). Although sampling can speed up the merging process of the temporary catalogs, it is still expensive to compute \( 2 \times \binom{n}{2} \), i.e., a quadratic number of catalogs across the database tables. To address this issue, we introduce our third cost estimation technique that requires only a linear number of catalogs.

4.3 The Virtual-Grid Technique

Similarly to the Catalog-Merge technique, in the Virtual-Grid technique, we maintain a set of catalog information that is built only once before executing any queries. The key idea is to estimate the cost corresponding to a dataset, say \( D \), when \( D \) is the inner relation of a \( k \)-NN-Join. Given the \( n \) relations in the database schema, where each can potentially be an outer relation in a \( k \)-NN-Join with \( D \), instead of computing \( n \) catalogs corresponding to \( D \), we compute only one catalog that corresponds to the join cost between a virtual index and \( D \).

4.3.1 Preprocessing

Refer to Figure 9 for illustration. Given the index of a dataset (e.g., the red quadtree decomposition in the figure), we assume the existence of a virtual grid that covers the whole space.\(^3\) For each block (grid cell) in the virtual-grid, we compute a catalog that is similar to the one in Figure 7(b) with the difference that the locality is computed with respect to the given index. We associate all these virtual-grid catalogs with the given index (e.g., the quadtree). We repeat this process for each relation in the database schema, i.e., associate with every index a virtual-grid-cost. Observe that unlike the Catalog-Merge approach, this requires linear storage (and preprocessing time) overhead.

4.3.2 Cost Estimation

Given a \( k \)-NN-Join query, we retrieve the virtual-grid corresponding to the inner relation. Then, we estimate the cost by scaling the cost corresponding to the part of the virtual-grid that overlaps with the outer relation. In particular, for each grid cell, say \( C \), in the virtual-grid, we retrieve the locality size, say \( L \), stored in \( C \)’s catalog. Then, we select the blocks in the outer relation that overlap with \( C \). This can be performed using a range query on the outer relation. For each of the overlapping blocks, say \( O \), in the outer relation, we multiply \( L \) by the ratio between the diagonal length of Block \( O \) and the diagonal length of Block \( C \). We sum these products across all the cells of the virtual-grid. The overall sum represents the join cost estimate.

\(^3\)This can be achieved for real datasets where the bounds of the earth are fixed.

Figure 9: The Virtual-Grid technique for \( k \)-NN-Join cost estimation.

Assuming that the number of blocks in the outer relation is \( n_o \), the estimation process is \( O(n_o) \). The reason is that eventually, all the blocks of the outer relation get selected (through the range query performed at each grid cell). In other words, regardless of the grid size, all the blocks will be selected and the corresponding products have to be aggregated. In Section 5, we study the estimation time for different grid sizes while fixing the size of the outer relation and demonstrate that the estimation time is almost constant for different grid sizes.

5. EXPERIMENTS

In this section, we evaluate the performance of the proposed estimation techniques. We realize a testbed in which we implement the state-of-the-art techniques for \( k \)-NN-Select estimation [24] as well as our proposed estimation techniques. To have a ground truth for the actual cost of the \( k \)-NN operators, we implement the Distance Browsing algorithm for \( k \)-NN-Select as well as the locality based \( k \)-NN-Join. Our implementation is based on a region-quadtree index [21], where each node in the quadtree represents a region of space that is recursively decomposed into four equal quadrants, or subquadrants, with each leaf node containing points that correspond to a specific subregion. The maximum block capacity in the quadtrees used in our experiments is set to 10,000 points. All implementations are in Java. Experiments are conducted on a machine running Mac OS X on Intel Core i7 CPU at 2.3 GHz and 8 GB of main memory.

We use a real spatial dataset from OpenStreetMap [1]. The number of data points in the dataset is 0.1 Billion points. Figure 10 displays a sample of the data that we plot through a visualizer that
we have built as part of our testbed. The figure also displays a region-quadtree decomposition that is built on top of the data.

To test the performance of our techniques at different data scales, we insert portions of the dataset into the index at multiple ratios. For instance, for scale = 1, we insert 10 Million points, for scale = 2, we insert 20 Million points, and so on until scale = 10 in which all the 0.1 Billion points are inserted. Our performance metrics are the estimation accuracy (i.e., error ratio), the estimation time, the preprocessing time, and the storage overhead. We limit the maximum maintained value of \( k \) in all the catalogs to 10,000.

### 5.1 K-NN-Select Cost Estimation

In this section, we present the performance of the Staircase technique in estimating the cost of a \( k \)-NN-Select and compare it with the density-based technique of [24]. We evaluate two variants of the Staircase technique, 1) Center-Only, where the cost corresponding to a query point, say \( q \), is estimated as the cost corresponding to the center in which \( q \) is located, and 2) Center+Corners, where the cost is estimated using Equations 1 and 2.

#### 5.1.1 Estimation Accuracy

In this experiment, we measure the average error ratio in estimating the cost of 100,000 queries that are chosen at random. For each query, we compute the actual cost, compare it with the estimated cost, and measure the error ratio. We compute the average error ratio of all the queries.

Figure 11 illustrates that the Staircase technique achieves a smaller error ratio than that of the density-based technique. The error ratio reaches less than 20% when the cost is estimated using the Center+Corners variant.

#### 5.1.2 Estimation Time

In this experiment, we measure the time each estimation technique requires to estimate the cost of a query. Figure 12 illustrates that the Staircase technique is almost two orders of magnitudes faster than the density-based technique. Observe that the Center+Corners variant of the Staircase technique is slightly slower than the Center-Only variant because the former requires two catalog lookups, one from the center-catalog and the other from the corners-catalog. Also, observe that the estimation time of the density-based technique increases as the value of \( k \) increases. The reason is that the density-based technique keeps scanning the index blocks until the encountered blocks are estimated to contain \( k \) points. In contrast, the estimation time of the Staircase technique is constant regardless of the value of \( k \) because the Staircase technique relies on just a single catalog lookup (two lookups in case of the Center+Corners variant).

### 5.2 K-NN-Join Cost Estimation

In this section, we study the performance of the proposed techniques for estimating the \( k \)-NN-Join cost, namely the Block-Sample, Catalog-Merge, and Virtual-Grid techniques.

#### 5.1.3 Storage Overhead and Preprocessing Time

In this experiment, we measure the storage requirement and preprocessing time of each estimation technique. Observe that the density-based technique has no preprocessing time requirements because it precomputes no catalogs.

Figure 13 illustrates that the Staircase technique incurs relatively high preprocessing overhead to precompute the catalogs of all the index blocks. Observe that as the scale factor increases, the preprocessing time increases because more blocks will need to be processed. Also, observe that the Center-Only variant incurs less preprocessing overhead than the Center+Corners variant because the former computes only one catalog per block while the latter computes five catalogs and merges four of them. Notice that this preprocessing phase is an offline process that does not affect the performance of the online cost estimation process.

Figure 14 illustrates that density-based technique consumes little storage overhead, basically due to the density values maintained at each block in the index. In contrast, the Staircase technique has higher storage overhead due to the maintained catalogs. Observe that as the scale factor increases, the storage overhead increases because more blocks will be present in the index and each of them will have a separate catalog. However, the storage requirements of the Staircase technique are less than 4 MBs even for the largest scale factor. Also, observe that the Center-Only variant of the Staircase technique incurs less storage overhead than the Center+Corners variant because the former maintains only one catalog per block while the latter maintains two catalogs.

---

**Figure 11:** \( k \)-NN-Select estimation accuracy.

**Figure 12:** \( k \)-NN-Select estimation time.

**Figure 13:** Preprocessing time of the \( k \)-NN-Select estimation techniques.

**Figure 14:** Preprocessing time of the \( k \)-NN-Join estimation techniques.
5.2.1 Estimation Accuracy

In this experiment, we estimate the cost of a $k$-NN-Join between two indexes of 0.1 Billion points each for a random value of $k$, compare it with the actual cost, and then calculate the error ratio. We repeat this process for various sampling sizes for both the Block-Sample and Catalog-Merge techniques, and for various grid sizes for the Virtual-Grid technique. Figure 15 illustrates that the Block-Sample and Catalog-Merge techniques can reach an error ratio that is less than 5% for a sample size > 400. Figure 16 illustrates that the Virtual-Grid technique achieves less than 20% error ratio.

5.2.2 Estimation Time

In this experiment, we measure the time required to estimate the cost of a $k$-NN-Join between two indexes of 0.1 Billion points each. Figure 17 gives the performance for different values of $k$. The number of samples used in the Catalog-Merge and Block-Sample techniques is fixed to 1000. The grid size used in the Virtual-Grid technique is $10 \times 10$. As the figure demonstrates, the Catalog-Merge technique is more than four orders of magnitude faster than the Block-Sample and Virtual-Grid techniques. The reason for this variance in performance is that the Catalog-Merge technique maintains one catalog for every pair of relations (indexes) in which the estimate cost is maintained; the cost is directly retrieved from the catalog via one lookup. In contrast, the Block-Sample technique computes the locality for a sample of blocks, which is costly. Also, the Virtual-Grid technique aggregates the cost across each of the grid cells after computing the overlap with the outer relation, which is costly as well.

The slope of the curve is low due to the use of a log-scale.
Figure 19 gives the performance of the Virtual-Grid technique for different grid sizes. As the figure demonstrates, the estimation time is almost constant regardless of the grid size. As highlighted in Section 4, the reason is that the time required for estimation depends on the number of blocks in the outer relation, not on the number of cells in the grid. For each grid cell, the overlapping blocks from the outer relation have to be retrieved regardless of the size of the grid.

5.2.3 Storage Overhead and Preprocessing Time

In this experiment, we measure the storage and preprocessing time requirements for maintaining a set of catalogs for the estimation of $k$-NN-Join queries between 10 indexes that we create. We test the performance at different scale factors, i.e., create 10 different indexes for each scale factor. For instance, if the scale factor is 5, this means that we create 10 indexes and insert 50 Million points into each of them.

In Figure 20, we fix the grid size in the Virtual-Grid technique to $10 \times 10$ and the sample size for the Catalog-Merge technique to 1000. As the figure demonstrates, the Virtual-Grid technique requires almost an order of magnitude less storage than the Catalog-Merge techniques. The reason is that the Catalog-Merge technique maintains a catalog for every pair of indexes, i.e., $2 \times \binom{10}{2} = 90$ catalogs. In contrast, the Virtual-Grid technique maintains a catalog for every index, i.e., only 10 catalogs. Figure 21 demonstrates that the Virtual-Grid technique requires a constant amount of preprocessing time (about two seconds) regardless of the scale factor. The reason is that the preprocessing time depends on the number of grid cells; for each grid cell, a catalog is computed.

Figure 20: Storage requirements of the $k$-NN-Join estimation techniques.

Figure 21: Preprocessing time of the $k$-NN-Join estimation techniques.

In Figure 23, we fix the scale factor to 10. As Figs. 22(a) and 23(a) demonstrate, the Catalog-Merge technique requires more

storage and preprocessing time as the sample size increases. The reason is that, as the sample size increases, more temporary catalogs get created during the process of merging the catalogs, which are likely to result in more entries in the final merged catalog. Similarly, Figs. 22(b) and 23(b) demonstrate that the Virtual-Grid technique requires more storage and preprocessing time as the grid size increases because it maintains a catalog for every grid cell.
Figure 24: Summary of the pros and cons of each estimation technique.

6. CONCLUDING REMARKS

In this paper, we study the problem of estimating the cost of the k-NN-Select and k-NN-Join operators. We present various estimation techniques; Figure 24 summarizes the tradeoffs of each technique. Performance evaluation using real spatial datasets from OpenStreetMap demonstrates that: 1) the Staircase technique for k-NN-Select cost estimation is faster than the state-of-the-art technique [24] by more than two orders of magnitude and has better estimation accuracy; 2) the Catalog-Merge and Virtual-Grid techniques for k-NN-Join cost estimation achieve less than 5% and 20% error ratio, respectively, while keeping the estimation time below one microsecond and one millisecond, respectively; and 3) the Virtual-Grid technique reduces the storage required to maintain the catalogs by an order of magnitude compared to the Catalog-Merge technique.
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